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ABSTRACT

Measurements of neutrino oscillations have confirmed that neutrinos are massive, but
other questions remain: What are the absolute neutrino masses? Which neutrino is the
lightest? Answers to these questions don’t only provide all of the remaining unknown
quantities in The Standard Model. They also have consequences for our understanding
of how fundamental particles acquire mass. One way to investigate neutrino mass is to
determine whether or not the neutrino is its own anti-particle, or Majorana in nature.
This can be done experimentally by measuring neutrinoless double-beta decay. Once
the SNO+ experiment is loaded with natural tellurium, containing 34% 130Te, it will be-
gin to look for this hypothetical process. This dissertation describes a log-likelihood
approach to quantifying current background levels in the SNO+ detector, as well as a
toy Monte-Carlo study to calculate the experiment’s projected sensitivity to neutrino-
less double beta decay after 5.25 x 102 ton-years of exposure. This work also describes
the additional background rejection achieved by KamNet, A novel deep neural network
developed by the KamLAND collaboration. At 90% confidence, the deployment of this
tool increases the projected neutrinoless double beta decay half-life limit of SNO+ by

98.5%, from T}y, > 3.41 x 10% years to Ty}, > 6.67 x 10*° years. Additionally, Asimov
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datasets were used to project the decay half-life limit for different tellurium exposures.
At a benchmark of three years of livetime, KamNet is projected to achieve a limit of
T {)/Vz > 1.63 x 1026 years. This limit represents a savings of two years for a traditional
analysis of the same tellurium loading. And, although 1.5% tellurium loading is pro-

jected to achieve this sensitivity in just under two years, it does so at an extra cost of

roughly $2.6M.
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Chapter 1

Introduction

One of the most profound and unresolved questions in physics is how our universe
came to exist in its present form, particularly the origin of its matter content. Accord-
ing to our current understanding, the universe began with the Big Bang, an event that
marked the start of an extremely hot and dense state where energy was continuously
transformed into particles of matter and antimatter, and vice versa. In this primordial
soup, the laws of physics, as we know them, dictate that matter and antimatter should
have been created in perfectly equal amounts. However, when we observe the universe
today, we find it overwhelmingly dominated by matter, with antimatter conspicuously
absent. This asymmetry poses a significant puzzle: what caused the imbalance that
allowed matter to prevail?

This observation challenges the long-held assumption in particle physics that mat-
ter and antimatter are always produced symmetrically in particle interactions. Pro-
cesses that break this symmetry, known as charge-parity (CP) violation, are key to
understanding the matter-antimatter imbalance. Although CP violation has been ob-
served in certain interactions involving quarks, the degree of violation in the Standard
Model is far too small to account for the universe’s pronounced asymmetry. This dis-
crepancy strongly suggests the existence of new physical processes or particles that go
beyond the Standard Model and amplify CP violation to the levels required to explain
the matter-dominated universe.

An essential candidate for such mechanisms involves leptogenesis, a theoretical



framework tied to neutrinos. Leptogenesis posits that the asymmetry originated from
CP-violating decays of heavy right-handed neutrinos in the early universe. These de-
cays would have created an excess of leptons over antileptons, which was then con-
verted into a baryon asymmetry (i.e., an excess of matter over antimatter) through pro-
cesses governed by the Standard Model. For this scenario to work, neutrinos must be
Majorana particles (their own antiparticles), a hypothesis that can be directly tested
by searching for neutrinoless double beta decay (0v33). Observing this hypothetical
nuclear decay would provide crucial evidence for the Majorana nature of neutrinos
and bolster the case for leptogenesis as the mechanism behind the matter-antimatter
imbalance.

The search for this decay starts 6,800 ft underground inside the Vale Creighton Nickle
Mine in Sudbury, Ontario. This mine is home to SNOLAB, the world’s cleanest and
deepest underground laboratory. Within SNOLAB, the SNO+ experiment has been
constructing a world-class neutrinoless double beta decay detector with 13°Te as the
target isotope. SNO+ was recently filled with approximately 780 metric tons of ultra-
pure liquid scintillator and plans to initially load 1.3 tons of 3Te (in the form of 3.9
tons natural tellurium) into the liquid scintillator in late 2025. My thesis focuses on our
recent data taken with pure liquid scintillator and provides one of the first comprehen-
sive analyses of the scintillator backgrounds in the 0vff region-of-interest of SNO+. I
also explore the application of a new deep learning algorithm on the SNO+ scintillator
data to improve the rejection of backgrounds and, in turn, boost SNO+ sensitivity to
OvBp. To get us started, I briefly describe the fundamental physics of neutrinos and
double beta decay in Chapters 2 and 3. Chapter 4 gives an overview of the SNO+ ex-
periment and its various subsystems. Chapter 5 describes the makeup of the SNO+
liquid scintillator, its various chemical properties, and the planned tellurium loading.
Chapter 6 describes how physics events are modeled and reconstructed in SNO+ and

Chapter 7 describes the backgrounds for the neutrinoless double beta decay search.



The culmination of my thesis work on SNO+, the application of deep learning classi-
fication on the data and a comprehensive analysis of the 0Ov3[ backgrounds, is pre-
sented in Chapters 8 and 9. Chapter 10 summarizes my 0vff sensitivity predictions

for SNO+ as the experiment approaches tellurium deployment.



Chapter 2

Neutrino theory

Eighty-five years before neutrinos became the subject of the 2015 Nobel Prize in Physics,
they were one of three competing theories behind 8 decay. After Becquerel’s discovery

of radioactivity in 1896, Rutherford and Villard identified the decay products of ura-

nium: «, 8, and y. In 1914, Chadwick discovered that, unlike uranium’s discrete @ and

Y spectra, its f spectrum was continuous. Instead of always emerging with an energy

Eg = my; —mp = Q (for masses mys and mp of the mother and daughter nuclei), most

of the f’s appeared to emerge with less. Where was the missing energy?

One possibility, proposed by Meitner, suggested that the f’s were initially emitted
with Eg = Q. Then, before reaching the detector, they underwent secondary interac-
tions that depleted their kinetic energy, like collisions with other atomic electrons, or
the emission of an accompanying y. Another possibility proposed by Bohr was that
the electrons were emitted at exactly these deficient energies, up to and including Q.
In this picture, energy is only statistically conserved.

Chadwick’s original experiment used a Geiger counter and magnetic spectrometer
to measure the energies of §’s from 2!°Bi, which has a Q-value of 1161.0keV. To test
Meitner’s hypothesis, Chadwick and Charles Ellis independently performed calorime-
try experiments on 2!9Bi. A calorimeter measures the energy of an entire process, start
to finish, including any secondary processes. If Meitner’s hypothesis was correct, these
experiments would always measure 1161.0 keV.

Ellis measured 344 + 34.4 keV, and Meitner 337 + 20.2 keV. These results seemed to



support Bohr’s theory of broken energy conservation, but there was yet one more prob-
lem neither hypothesis addressed: spin statistics. Parent and daughter nuclei in beta
decay differ by one unit of spin, meaning there has to be one additional spin-1/2 par-
ticle accompanying the electron in the final state. To resolve both the missing energy
and spin, Pauli did "something no theorist should ever do", and proposed a new, elec-
trically neutral, and undetectable spin-1/2 particle to carry away the missing energy.
Pauli’s hypothesis led Fermi to develop a theory of  decay that successfully predicted
the shape of 54Cu’s § spectrum - the first of several experimental results supporting
the neutrino’s existence.

Today, neutrinos are a well-established component of the Standard Model of Par-
ticle Physics, with known masses (albeit very small), three flavors, and a rich phe-
nomenology that includes oscillations and potential connections to physics beyond
the Standard Model. This chapter provides a theoretical overview of neutrinos and

their properties within the framework of the Standard Model.

2.1 Neutrinos in the Standard Model

The Standard Model of Particle Physics is a foundational theory that describes all known
fundamental particles and their interactions. In this framework, particles fall into two

categories: spin-1/2 fermions (matter particles) and spin-1 bosons (force carriers).

Fermions consist of six quarks and six leptons. Leptons are made up of three charged

particles: e”, u~, and 7~. Each charged lepton comes with a corresponding neutrino:

Ve, Vy, and v;. Measurements of VA decays have given clear proof that these are the

only active neutrino flavors [1]. All charged fermions have a corresponding antiparti-

cle with opposite electric charge. Neutrinos and their corresponding antiparticles are

electrically neutral.

Particles interact with each other according to a gauge theory that follows the sym-



metry group SU3)¢ x SU(2)r x U(1)y. Quantum chromodynamics governs the quark
sector, and is described by the SU(3)¢ (color) symmetry group. The eight generators
of this group correspond to the eight massless gluons. The SU(2); x U(1)y group de-
scribes electroweak interactions, and has four generators corresponding to four bosons,
the massive W* and Z, and the massless y. We note that leptons have no color charge,
meaning that they do not interact with gluons. Hence, we only need to consider the
SU(2)r x U(1)y group when describing lepton interactions.

The symmetry group SU(2); is referred to as weak isospin and has three corre-
sponding operators I = (I, I, I3). The symmetry group U(1)y is referred to as weak
hypercharge and has one corresponding operator Y. The Gell-Mann-Nishijima equa-
tion relates the third component of weak isospin I3 and the weak hypercharge Yy to

the electric charge Q as follows:

Qzlg+%. 2.1)

To obtain the correct phenomenology for weak interactions we choose a representa-

tion where the left-handed chiral components of the fermion fields are grouped into

_[VeL _[VuL _[VrL
e_(eL) L”_(uL) LT_(TL) @2

This choice fixes the generators of the SU(2) to I, = 7,/2, where the 7, (a=1,2,3) are

weak isospin doublets:

the three Pauli matrices. The weak isospin and hypercharge operators act on the weak

isospin doublets in the following way:

ILL:gLL and  YyLo=-L; 2.3)

Within this isospin space all leptons have total weak isospin I = 1/2, the charged lep-
tons have third component of weak isospin I3 = +1/2, and left-handed neutrinos have
I3 = —1/2. From Equation 2.3 we see that weak hypercharge Yy, = —1 for all left-handed

leptons, such that when these eigenvalues are plugged into Equation 2.1 we end up



with electrically neutral neutrinos and charged leptons with Q = —1, as required. To ac-
commodate the observation of parity violation (discussed in Section 2.2) right-handed
fermions are assigned singlet representations in SU(2); x U(1)y, resulting in I =0 and
I; = 0. This means that right-handed charged leptons must have Y, = —2 to obtain
the correct charge of Q = —1. On the other hand, electrically neutral right-handed
neutrinos must have Yy, = 0 meaning that they do not participate in the weak interac-
tion. The existence of right-handed neutrinos is currently an open question in particle

physics.

2.2 The Weak Interaction

In a first attempt to describe nuclear § decay, the weak interaction was originally for-
mulated as four fermions (neutron, proton, electron, neutrino) at a single vertex by
Enrico Fermi in 1933 [2]. To explain earlier experimental observations of a continuous
spectrum of electron energies, Fermis theory allowed the neutrino carried any remain-
ing energy that was not carried by the emitted electron.

This initial formulation of weak interactions was followed by a landmark discovery
in 1957 where Chien-Shiung Wu and collaborators first observed parity violation in the

B-decay of polarized ®°Co, which proceeds as:

0Co -ONi* +e” + v, (2.4)

Cooled near absolute zero, the nuclei align with spin parallel to the magnetic field,
and remain almost thermally still. Were parity conserved, - particles would emanate
equally along both ends of the spin axis. Instead, Wu and collaborators measured an
excess emission against the direction of the nuclear spin, indicating that f~ emission
by polarized %°Co is not equal to that of its mirror image.

Parity violation is a key component of the unified framework of electroweak inter-

actions developed by Sheldon Glashow, Abdus Salam, and Steven Weinberg [3], which



successfully describes a large collection of experimental results. We now know that
weak interactions are mediated by three massive vector bosons, the W*, W™, and Z 0,

Weak interactions involving the W* or W~ bosons are referred to as charged cur-
rent (CC) interactions and involve an exchange of electric charge between initial and
final state leptons. To accommodate parity violation, the charged current Lagrangian
is constructed as a mixture of vector (V) and axial vector (A) currents of the form (V —

A) in the following manner:

L= —%v_ay“(l -yl W, +h.c. (2.5)

where Vv, is the adjoint neutrino spinor of flavor a, I, is the lepton spinor of flavor «,
¥ = (y%,y!,y%,y?) are the Dirac matrices, y° = iy%y!y?y?, and g is the weak coupling
constant associated with the symmetry group SU(2). The fields that create/annihilate
W* bosons are defined as a linear combination of the first two massless vector gauge
boson fields A}, and A7, associated with SU(2), group as: W = (AL ¥ iAi) /v2. The
CC interactions for leptons can be represented by four vertices shown in Figure 2-1.
Weak interactions mediated by the Z° boson are referred to as neutral current (NC)
interactions and leave the charges of the initial and final state leptons intact. The NC

interactions of leptons are described by the following Lagrangian:

og/pNC —

——{m)f’”‘vu -(1- 2sin® Ow)eryter + 2sin® 9W§y”eR}ZN
2cosBy

+gsinfyeyteA, (2.6)

Figure 2-1: Charged current weak interaction vertices involving leptons.



Figure 2-2: Neutral current weak interaction vertices involving leptons.

where Z,, is the vector boson field representing Z 0 and Ay, is the electromagnetic field
representing the photon. Both Z, and A, are expressed in terms of linear combina-
tions of the third vector gauge boson field A‘Z’t of the SU(2), group and the vector gauge

boson field B, of the U(1)y group in the following way:
A* =sin0y A% + cos Oy B* 2.7)
Z* = cosOw AL —sinfy B* (2.8)

The angle 0y is called the weak mixing angle. The weak mixing angle is connected to
the coupling constants g from SU(2); and g’ from U(1) y such that gsinfy = g’ cosfOy .
The NC interactions of leptons can be represented by two distinct vertices shown in

Figure 2-2.

2.3 Neutrino Oscillations

One of the most important milestones in particle physics was the discovery of neutrino
oscillations for which Art McDonald of the SNO collaboration and Takaaki Kajita of the
Super-K collaboration were awarded the 2015 Nobel Prize in Physics [4]. The concept
of flavor oscillations was first proposed by Bruno Pontecorvo in the late 1950s when
looking for a lepton phenomenon analagous to K° — K’ oscillations [5]. Neutrino
oscillations arise due to the fact that neutrino flavor states are not mass eigenstates.

During a weak interaction, a neutrino is generated in a definite flavor eigenstate along
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with its associated charged lepton. The flavor (a = e, y, or 1) eigenstates are related to

the mass (k =1, 2, and 3) eigenstates as follows:

Vo) =) Uy Vi) (2.9)
k

which can also be written in matrix form as:

Ve Ut Ue Ue)\ (V1
Vul= Upl U'ug U'ug Vo (2.10)
Vr Url UTZ UTB V3

The weights U, are elements of the Pontecorvo-Maka-Nakagawa-Sakata (PMNS) ma-
trix, characterized by three angles of rotation (0,2, 623, and 6;3), a CP-violating phase

dcp, and two Majorana phases ¢; and ¢,. The most common parameterization of the

PMNS matrix is given by:
1 0 0 cosO;3 0 sinf;3 e~ iocp
U=]0 cosfy3 sinfy3 0 1 0
0 —sinfy; cosO3) \—sinhzeid® 0 cosfi3

cosf;p sinf;p 0\ (1 O 0
x [—sinf;, cosB, Of[0 et 0 2.11)
0 0 1J\o 0 ei%

The last 3 x 3 matrix with the Majorana phase component drops out when perform-
ing the inner product. It is not necessarily an important aspect of neutrino oscillation
experiments, since the Majorana phase component drops out when performing the in-
ner product to calculate oscillation probabilities. However, it could play an important
role in future neutrinoless double beta decay experiments.

To provide some context as to how neutrino oscillation parameters are measured
by experiments, a derivation of neutrino oscillation probabilities in a vacuum is pre-
sented here. Unlike the quarks, which are only ever observed in bound systems of two

or more, neutrinos can propagate through space as free particles. One can generally
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assume the massive neutrino states (vx) evolve in time as plane waves making them
solutions of the Schrodinger equation. The plane wave solution and corresponding

energy eigenvalues Ej can be written as:

i)y = e P vy, and Ep=y/m2+ p? 2.12)

where |v) is a mass eigenstate with eigenvalue my at rest, and momentum py. If we
now consider the flavor state |v, (#)) which describes a neutrino created with a definite

flavor a at time ¢ = 0, the time evolution of this state is given by:

Va(0) =) Uge” ™ lvi) (2.13)
k

We can now invoke the unitary relation:

UlU=1<= Y U} Usj=6j1 (2.14)
a

This allows us to substitute Equation 2.9 into Equation 2.13 and write the time evolu-
tion of a flavor state in terms of another flavor state at a later time:
Vo)=Y (Z U;ke—"Ekl‘U,jk)wﬁ) (2.15)
B=e, 1,7\ k
Using Equation 2.15, the probability that neutrinos generated in one flavor state v,
will be detected in another vg, can be calculated as:
_ 2 _ * * —i(Ex—Ej)t
P(vg = vp) = (vplva(t) > = ij UqUpUajUg e 5 (2.16)
Let us now focus on the phase in exponent in Equation 2.16. Since neutrinos are ultra-
relativistic particles and the neutrino masses are much smaller than their momentum

(my < |pl), an approximation can be used for the energy-momentum relation:

2 2

k my
Er=pi+—L~E+—L 2.17)

2pk 2E

The indice k disappears in this approximation since it is assumed that neutrinos with
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the same momentum propagate in the same direction (py = p = E). Our original phase
can now be modified as follows:

Am? .

kj 2 _ 2 2
TR where Amkamk—mj (2.18)

Ex—Ej=
For neutrino oscillation experiments the propagation time ¢ is not a measured quan-
tity. Instead it is the distance, L, between the source and the detector that is known,
and the ultra-relativistic approximation ¢ = L can be used. This allows us to write Equa-

tion 2.16 in terms of the total neutrino energy E and source-detector distance L:

1 2
—i(AmZ ) L/2E

P(vaﬁvﬁ)sz.U;kUﬁkUajU;je (2.19)
)

Another useful way to write the oscillation probability in Equation 2.19 is to separate

the real and imaginary parts U, UprUqjU ;]. :

,[Amy;L
Pvy— Vﬁ) = 6a'3—4 Z Re [U;kUﬁkUajUgj] sin
k>j 4E
Am?.L
+2 Y Jm| Uz UpkUa; U | sin (2.20)
k> j

The PMNS matrix terms determine the amplitude of the oscillation, and the phase in
the argument this expression is responsible for the oscillation itself and its frequency.
The phase is currently written in the form of natural units (Z = ¢ = 1), but is more

useful for experimentalists when written, for example, in terms of L[km], E[GeV], and

Am’, [eV2):
Am%, L Am?, [eV?] L{km]
~1.27 (2.21)
2E E[GeV]

Experimentalists will build their neutrino detectors at a well defined distance from a
source of neutrinos from which the neutrino energy is well known. We can see that
an experiment can maximize its sensitivity to oscillation frequency if the argument

in the sinusoidal terms in Equation 2.20 are close to unity. For example, if we desire



13

sensitivity to oscillations with a frequency driven by Am? . ~ 107%eV?, then we would
aim to build our detector at a distance of L = 1,000 km from a source of roughly E =
1 GeV neutrinos. On the other hand, if an experiment was to choose values such that
Am? «L/2E > 1, then they would only be sensitive to the average transition probabil-
ity, and hence, only the mixing angles of the PMNS terms. This is due to the frequency
of the oscillations becoming so rapid that they are essentially incoherent. If an ex-
periment chooses values such that Am?kL/ 2E < 1, then they wouldn't observe any
oscillations at all due to the oscillation probability being close to zero.

It is important to note that we have not included a proper description of neutrino
oscillations in matter, which becomes critically important for neutrinos that propagate
through the most dense regions of the core of our Sun or neutrinos that travel a signifi-
cant distance through the Earth. Matter oscillations, as they are called, are beyond the
scope of this work but the general theory is described in detail by Reference [6].

Within the last 25 years, most of the neutrino oscillation parameters (612, 823, 013,
Am3,, and Am3,) have been measured to several percent uncertainty or better. This
has been accomplished with a wide range of different neutrino detectors measuring
oscillations from neutrino sources such as the Sun, the Earth’s atmosphere, nuclear
reactors, and particle accelerators. Only two big questions remain with respect to
neutrino oscillations, mainly, the value of §cp and the ordering of the neutrino mass
eigenstates. Since past and current experiments haven't been able to determine the
sign of Am3, (or Am3,), there remain two possible neutrino mass orderings: normal
(m3 > my > my) and inverted (my > m; > m3). The uncertainty around the mass order-
ing arose due to the inability of past and current experiments to determine the sign of
Am"fg. Future experiments such as JUNO [7], Hyper-Kamiokande [8], and DUNE [9] are
positioned to shed light on these remaining mysteries in the very near future. Table 2.1
is recreated from NuFIT version 6.0 in Reference [10] and provides a summary of all the

best-fit data for neutrino oscillation parameters coming from a global fit that includes
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Oscillation parameter Normal Inverted
Am2, (1075 V2] 7.497319 7497015
Am2, [1073eV?]  +2513¥002 24840920

sin? 6, 0.308*0.017 0.308*0:017
sin® 6,3 0.470%0:1 0.550*0:01%
sin0) 0.02215735055 0-022317 5026
Scpl’] 212138 27425

Table 2.1: Best-fit values + 10 from a global analysis of neutrino oscillation parameters
reproduced from NuFIT version 6.0 in Reference [10]. Note that Amgk = Amg1 > 0 for
normal ordering and Amg = Am§2 < 0 for inverted ordering.

atmospheric neutrino data from the Super-Kamiokande experiment. A graphical rep-

resentation of the neutrino mass ordering and flavor composition of the mass eigen-

2

. . . 2 2
states is shown in Figure 2-3, where Amsol refers to Ams3, and Amg, |

refers to Am§2 or
Am3,. This labeling is quite common in literature as solar neutrino (and some reac-
tor neutrino) experiments were generally sensitive to Amg1 and atmospheric neutrino

experiments were generally sensitive to IAmgzl =~ IAmg1 .

Normal Inverted

ms3 . ] A I 71,

I AmZg)
I M

Amzatm Amzatm

m2 L |
I Am2yo) k

mj I Increasing mass I T 3

Figure 2-3: Diagram of the neutrino mass orderings and the flavor composition of each
mass eigenstate.
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As seen from Equation 2.20, neutrino oscillation experiments are only sensitive to
the squared mass differences Am?k and have no sensitivity to the values of the indi-
vidual mass eigenstates. Therefore, determining the absolute masses of neutrinos re-
quires a different experimental approach. One such technique, employed by the KA-
TRIN experiment, is to directly measure the amount of energy carried away by the neu-
trino during the f decay of tritium with a Q-value of 18.6 keV. In principle, a massive
neutrino must carry away a very small part of the total energy released during the
decay. This means that the difference between the emitted § energy and the Q-value
places a limit on the effective mass of the electron flavor neutrino, which exists as a

combination of mass eigenstates:

My, = 3 |Ueil*m? (2.22)
1

A successful measurement is extremely challenging and requires exquisite energy res-
olution of order single electron-volts or better. To date, the best limit on the effective
electron neutrino mass set by KATRIN is m,, < 0.8 eV at 90% C.L. [11]. Another future
experiment, called Project 8, aims to improve on this measurement using a technique
called Cyclotron Radiation Emission Spectroscopy (CRES) [12].

An alternative, indirect approach for measuring neutrino masses comes from cos-
mological measurements, due to the fact that neutrinos play an important role in the
evolution and shaping of large-scale structure that we observe in our universe. A com-
bination of one or more measurements of the Cosmic Microwave Background (CMB),
Baryon Acoustic Oscillations (BAO), and Redshift Space Distortions (RSD), are com-
monly used to set a limit on the sum of the mass eigenstates ) m; = m; + my + ms. At
present, the most stringent cosmological bound on the sum of neutrino masses comes
from Reference [13], where ) m; < 0.09 eV at 95% C.L.

There is yet another very interesting and extremely sensitive method for measuring

the absolute mass scale of neutrinos, which involves a hypothetical nuclear process
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called neutrinoless double beta decay (0v(). Before jumping into the topic of 0vff
decay, which is discussed in further detail in Chapter 3, we will first review some theo-

retical aspects of neutrino mass in the following Section.

2.4 Neutrino Mass

The discovery of neutrino oscillations provided experimental proof that at least two out
of three neutrino mass states must have non-zero mass. This is in direct conflict with
the original formulation of the Standard Model where it was assumed that neutrinos
are massless. Hence, the discovery of massive neutrinos indicates the existence of new,
undiscovered physics. What follows is a brief review of some necessary modifications

of the Standard Model that allow for massive neutrinos.

2.4.1 Dirac Neutrino Masses

In the Standard Model, all fermions gain mass via the Higgs mechanism [14, 15, 16]
which invokes spontaneous symmetry breaking of the SU(2); x U(1)y gauge group. To
do this, we construct a mass term that is invariant under SU(2)y x U(1) by using the
complex Higgs doublet:

L
V2

0

vih (2.23)

(l):

which is written in the unitary gauge thereby setting the Goldstone boson components
to zero. Here, v is the Higgs vacuum expectation value and # is the Higgs field. This
doublet, and its conjugate ¢., can be coupled to the fermion fields to form a Dirac
mass term Lagrangian. This can be seen if we look at the following example for the

SU(2)1 doublet containing the electron:
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Ve [— _
geD:__e[(Ve’e)L v+h

er +25(0, v+h) (Ve) ]
)

-2y (eLer +erer) — ey, (eLer +erer)

V2 V2
= —% vee — %hée (2.24)

where we've introduced the constant y, representing the Yukawa coupling of the elec-
tron to the Higgs field. We can choose to write this coupling constant in a way that is
consistent with the observed electron mass:

:yev
V2

Upon inspection, we see that the first term in Equation 2.24 gives the electron mass

(2.25)

by coupling it to the Higgs field through a non-zero vacuum expectation value. The
second term gives rise to a coupling between the electron and the Higgs boson itself.
To give mass to fermions in the upper part of the SU(2); doublet, like the u, ¢, and
t quarks, we can simply replicate the procedure for the electron but instead use the

conjugate Higgs doublet (also written in the unitary gauge):

Be=—iTo2p* = _L(vgh)

2.26
7 (2.26)

If we step back for a moment, we’ll notice that our approach for creating Dirac mass
terms requires a coupling between the left-handed and right-handed Dirac spinors.
However, we know that the neutrinos (anti-neutrinos) are left(right)-handed in na-
ture [17]. By original design, right-handed neutrino singlets vz don't exist in the Stan-
dard Model. If the neutrino is a Dirac fermion, and also gains mass in the same way

that the other fermions do, then we're required to add right-handed (sterile) states into
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Figure 2-4: Diagram adapted from Reference [18] showing the relative sizes of fermion
masses in the Standard Model.

the Standard Model. This is sometimes referred to as a ‘minimal’ extension.

Even if we go along with the idea that right-handed neutrinos exist in nature and
neutrinos are Dirac fermions, we are left without an explanation for the relative mag-
nitude of the neutrino mass. As far as we know, neutrinos are roughly six orders of
magnitude less massive than electrons. The bizarre rift between masses of neutrinos
and the other matter particles is illustrated in Figure 2-4. The idea that neutrinos have
Dirac mass terms would require them to have a very different Higgs-Yukawa coupling
than the other fermions. This is also very unsettling and motivates our search for other

possible mass-generating mechanisms.

2.4.2 Majorana Neutrino Masses

An alternative theory of spin-1/2 particles, where particles and antiparticles enter sym-
metrically into the Dirac equation, was created by Ettore Majorana [19]. Majorana

made a very crucial assumption, mainly:
yr=Cyl,  C=iy*° (2.27)

This statement allows the Dirac equation to be written only in terms of left-handed

field v and also implies that we can write a Majorana field as:
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Y=L+ yr=yr+Cyl =y +ys (2.28)

where we've defined the charge-conjugated field as y/§ = CW. Notice that this implies

the following must be true:

Y=Lty =y tyL=y (2.29)

Equation 2.29 requires that v is its own antiparticle. Obviously, this can only be applied
to fermions that are electrically neutral, and the neutrino is the only such particle. The
neutrino being a Majorana fermion has profound consequences. For example, Dirac
neutrinos are assigned a lepton number of L = +1 and Dirac antineutrinos are assigned
L = -1, but particle processes involving Majorana neutrinos can’t possibly conserve
lepton number as there’s no way to distinguish a neutrino from an antineutrino.

At this point we might be tempted to form a Majorana mass term for our Lagrangian
analogous to the Dirac mass term without introducing right-handed neutrino states.

D%W - M Cl I h.C. ( . )

where we have written the mass M in place of the Yukawa coupling constant (M =
yvv/v/2). Unfortunately, such a term is does not end up being gauge invariant with
the Higgs doublet ¢ that we introduced before. One would have to add something
like a Higgs triplet with I3 = —1 and Q = 0 into the mix. However, there’s still no clear
experimental evidence that a Higgs triplet exists in nature.

Another approach is to write down a mass term that only includes right-handed
Majorana neutrino fields, which would preserve gauge invariance with a Higgs dou-
blet. This can be done in a very general form with a combination of Dirac and Majo-

rana terms including right-handed neutrino fields:
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1 - —_ R
D%VM+D _ -3 (mDVLVR + mDV%VICJ + va?VR) +h.c. (2.31)

where we note that vyvg = ﬁvi has been used for the middle term. Equation 2.32 is

often written in a matrix form:

L —(\( 0 mp)(v]
XVM+D:—§(VL,v%) (mD ]\4D) (V§)+h.c. (2.32)

We can find the physical states of this system from the basis where the mass matrix is

diagonalized the usual way when solving eigenvalue problems. Solving the character-

M+ M, /1+4m? | M?

my = 5 (2.33)

istic equation yields:

This gives us two physical solutions for the neutrino mass. Things get really interesting
if we assume that the Majorana mass is much greater than the Dirac mass: M > mp.
We then find one solution representing a light neutrino state m, and another solution
representing a very heavy state my:

my = m—zD and my=M (2.34)

M

This result is what is known as a seesaw mechanism (Type-I). The m, is the familiar
mass of a very light left-handed Majorana neutrino, and the my is the mass of a very
heavy right-handed (sterile) neutrino. Suppose the Dirac mass of the neutrino is close
to the value of the top quark mass (mp ~ 170 GeV). If the mass of the heavy right-
handed partner is around 10'° GeV (comparable to the GUT scale), then the mass of
the light neutrino will be O(10) meV and consistent with our best estimates to date.
This is a very interesting hypothesis to explain the small mass of neutrinos relative
to the other matter particles without the need for an unusually small Higgs Yukawa

coupling. It requires that the neutrino be a Majorana particle, and that there exists

an extremely heavy partner to the neutrino with a mass too large to be easily created
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in a laboratory setting. The possibile existence of these heavy neutrinos are an im-
portant component in another intriguing idea called leptogenesis which is intimately
linked to the question of the matter-antimatter asymmetry of the universe [20]. Lepto-
genesis proposes that as the universe cooled, extremely heavy Majorana neutrinos de-
cayed into lighter left-handed neutrinos or right-handed antineutrinos, accompanied
by Higgs bosons, which subsequently decayed into quarks. If the decay probabilities
of these heavy neutrinos favored left-handed neutrinos over right-handed antineutri-
nos, an imbalance would emerge, leading to a surplus of quarks over antiquarks and
resulting in a matter-dominated universe. The process is closely tied to the conserva-
tion of the quantum number B — L (baryon number minus lepton number). A violation
of lepton number L in the decays of heavy Majorana neutrinos would translate into a
baryon number B violation, offering a possible explanation for the absence of anti-
matter. While CP violation in heavy neutrinos is not directly linked to CP violation in
light neutrinos, the possibility of such effects continues to drive experimental efforts

to measure CP violation in long-baseline neutrino experiments today [8, 9, 21].
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Chapter 3

Double Beta Decay

As discussed in Chapter 2, the fact that neutrinos are massive provides strong theo-
retical arguments for new physics beyond the Standard Model. One of the most excit-
ing possibilities is that the neutrino is a Majorana particle. This chapter describes the
best experimental probe of the Majorana nature of neutrinos: neutrinoless double beta
decay. A brief overview of two-neutrino double beta decay and neutrinoless double
beta decay is provided, while highlighting important theoretical considerations in the
search for neutrinoless double beta decay. A general guide for maximizing an experi-
ment’s sensitivity in the search for neutrinoless double beta decay is outlined near the

end.

3.1 Two-neutrino Double Beta Decay (2v([)

Most nuclei are unstable due to the weak interaction and decay via the emission of a
single electron (single f~ decay) or single electron capture (EC). These decays produce
final nuclei that more tightly bound and with the same number of nucleons. In -
decay a neutron turns into a proton, while the opposite occurs in EC, so that electric
charge is conserved. In addition, either neutrinos (in EC) or antineutrinos (in - de-
cay) are emitted to conserve energy, momentum and lepton number. In some nuclei,
p* decay can turn a proton into a neutron, but this is often disfavored relative to EC
because it produces a positron and reduces the available energy: Qg+ = Qgc — 2.

In 1935, Maria Goeppert-Mayer proposed and calculated the transition probability
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for the simultaneous emission of two electrons and two neutrinos (2vp) [22]:
(A, Z2)— (A Z+2)+2e” +2v, (3.1)

This lepton-number-conserving process occurs through two simultaneous = decays
is allowed by the Standard Model regardless of the neutrino’s Dirac or Majorana nature.
In addition to the Goeppert-Maiers proposed 2v( decay, there are three additional
second-order transitions are allowed in the Standard Model that depend on the relative

numbers of protons and neutrons in the nucleus:

Double §* decay: (A,Z) — (A, Z—-2)+2e" +2v,
Double ECdecay: (A, Z)+2e — (A, Z-2)+2v,

EC+ % decay: (A Z)+e — (A Z-2)+e" +2v, (3.2)

The energy released in these three processes is smaller compared to the double - de-
cay in Equation 3.1. In turn, they have lower probabilities due to the smaller available
phase space and are much more challenging to experimentally observe. When dis-
cussing 2v 3 decay, the double ™ process in Equation 3.1 will always be the standard
reference unless otherwise noted.

The 2v [ decay process changes the nuclear charge Z by two units and leaves the
atomic mass number A unchanged. This process can occur only if the conversion of
two protons into two neutrons leads to a more tightly-bound nuclear system, with a
positive 2v S decay Q-value, Qgg. The Qpg is defined to be the available kinetic energy
for the two ejected electrons and can be calculated using the mass difference between

the initial and final products:
Qpp = mn (2X) = mn—2 (7., X') —2me (3.3)

Here, m, is the electron mass in the rest frame, my (éX ) is the mass of the mother nu-

A

2 ., X') represents the mass of the daughter nucleus

cleus in the rest frame, and my_s (
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in the rest frame.
To understand why some nuclei are able to undergo 2vf decay, we can look at the
formula used to describe the mass of an atomic nucleus M in terms of atomic number

A and proton number Z:

M=Zmpy+(A-Z)m,—E(A, Z) (3.4)

The constants m,, and m, are the rest masses of the proton and neutron, and E is the

binding energy given by the semi-empirical mass formula [23]:

Z(Z -1 N — 7)?
_(Am ) g N 2S - 5N, 2) (3.5)

E=a,A—- aSAZ/3 —dac
The first term in Equation 3.5 is the volume term, which scales linearly with the num-
ber of nucleons and accounts for the strong force between nucleons and their nearest
(and second nearest) neighbors. The second term, is referred to as the surface term, isa
correction to the volume term to account for surface nucleons being less tightly bound.
The third term accounts for the Coulomb repulsion between protons. The fourth term
results from the Pauli exclusion principle, which imposes states of increasing energy
for increasing number of nucleons. The final term, 6 (N, Z), is the pairing energy pa-

rameterized by the constant a, ~ 12 MeV and captures the effect of spin coupling. It’s

exact form is constrained by experimental data and is defined as:

—a, A% even-even nuclei
6p=10 even-odd and odd-even nuclei (3.6)

+a, A2 odd-odd nuclei

Nuclei with odd mass numbers have vanishing pairing energy, and thus one stable iso-
bar. Those with even mass numbers have two possible pairing energies, separated by
26, . Although an even-even nucleus has access to its lowest-energy isobar, some-

times single f~ decay is energetically forbidden or forbidden due to a large mismatch
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Figure 3-1: Ground state mass parabolas for nuclear isobars with even (left) and odd
(right) mass number A.

in angular momentum between initial and final states. Nuclei with this restriction will
decay directly to the next-available configuration through simultaneous emission of
an additional 7, which is illustrated by the mass parabolas in Figure 3-1.

The 2vB B decay rate (inverse half-life) can be calculated following Fermis golden

rule. This can be written as:
g ’
2v vV 2v
8

% = (175" = G* (Qpp, Z) (3.7)

where GZV(Qﬁﬁ,Z) is the phase-space factor obtained by integrating over the phase
space of the four final-state leptons, gy is the vector coupling constant, g4 is the axial-
vector coupling constant, .4 év is the Fermi matrix element, and J%éVT is the Gamow-
Teller matrix element. The .# é” describes decays with no change in nuclear spin (a
vector-type interaction) and the ./%é‘} describes decays with a change in spin of one
unit (an axial-vector-type interaction). For the two-neutrino case, Fermi transitions
are strongly suppressed, since the transition proceeds through a state with different
isospin, 0" — 17,

While the phase-space factor GZV(Qﬁﬁ, Z) can be calculated rather accurately [24,
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25], the matrix element rely on wave functions of the initial and final nuclear states,
meaning that these calculations are often complex and require sophisticated nuclear
models to determine. Given that the 2v [ is a second-order weak process, typical half-
lives are on the order of 10'Y - 10?2 years [26]. It should also be noted that theoretical
calculations of Jlé} are typically not in agreement with experimental measurements.
Therefore, a kind of “renormalization” is often used to bring them into agreement.
This is usually done in the form of 424" = (g5/ g 1)2.4(2}, where ng T is the effec-
tive vector-axial coupling which is quenched relative to the free nucleon value g,4. This

quenching value differs widely among models and theoretical calculations and its ori-

gin is an active area of research in nuclear theory [27].

3.2 Neutrinoless Double Beta Decay (0v[)

Soon after Maria Goeppert-Mayer’s landmark work on 2vf decay, Wendell Furry pro-

posed the process known as 0v B decay [28]:
(Z,A) = (Z£+2,A)+2e (3.8)

Unlike the two-neutrino mode of double beta decay, the neutrinoless mode violates
total lepton number conservation by two units and is therefore forbidden in the Stan-
dard Model. The 0v B process is one of the best experimental probes for the Majorana
nature of the neutrino since Ov decay can only occur if the neutrino is a Majorana
particle.

In both the 2v B and 0v 3 decay modes, it should be noted that the final state lep-
tons carry essentially all of the energy of the decay, with the nuclear recoil being negli-
gible. Both 2vff and 0vB decay are second order weak processes, which means the
decay rates are inherently slow as they are proportional to G;‘: (where Fermi’s constant
is Gr x gzlm%,v with my; being the mass of the W boson). Phase space considerations

would generally give preference to the 0vff mode if it weren'’t for lepton number vi-
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olation. The 2vf process differs from the 0v( in the sense that the kinetic energy
of the final state electrons in the 2v ([ process form a continuous distribution peaked
somewhat below half the endpoint energy (Qpg/2). The two electrons from 0v S de-
cay will have exactly the endpoint energy Qgp and will form a sharp peak at the end of
the 2v B energy distribution (with some smearing due to detector energy resolution).

The discussion surrounding 0vf decay in this thesis will always directly refer to
the process shown in Equation 3.8. Other neutrinoless decay modes, such as dou-
ble positron emission (¥ ™), single positron emission with single-electron capture
(B*EC), and double-electron capture (ECEC), are generally less favorable experimen-
tally due to the smaller available phase space for these processes.

In general, in theories beyond the Standard Model, there may be several sources
of total lepton number violation which can lead to Ov3S. Nevertheless, irrespective
of the mechanism, 0vff necessarily implies Majorana neutrinos. This is called the
Schechter-Valle (or ‘black box’) theorem [29]. The Schechter-Valle theorem says noth-
ing about the physics mechanism driving the Ovf rate that is large enough to be
observable. The dominant mechanism could be directly connected to neutrino os-
cillations phenomenology, only indirectly connected, or not connected to it at all [30].
The case where the 0v38 mechanism is connected directly to neutrino oscillation phe-
nomenology is referred to as light Majorana neutrino exchange and is the most popu-
lar mechanism that most sensitivity predictions are focused on. However, it is entirely
possible that other physics mechanisms are responsible for 0v3f decay, should it exist
in nature. Other possible physics mechanisms are outlined in Reference [30].

When considering the standard light Majorana neutrino exchange mechanism, 0vf
decay occurs when the parent nucleus emits a pair of virtual W bosons that exchange
a Majorana neutrino to produce the outgoing electrons. This is illustrated in Figure 3-2
with 2v B decay for comparison. The rate is non-zero only for massive, Majorana neu-

trinos. This can be described by the fact that the exchanged anti-neutrino is emitted
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Figure 3-2: Feynmann diagrams for 2vf decay (left) and 0v decay (right).

(in association with an electron) almost entirely with right-handed helicity, and its tiny,
O (m/E), left-handed helicity component is absorbed in the other vertex by the Stan-
dard Model electroweak current.

In this case, the amplitude of the 0v 3 decay is a sum over the contributions of the
three light neutrino mass states v;, which are also proportional to the PMNS matrix
elements U(fl.. As such, we conclude that the amplitude for the 0vBf decay process

must be proportional to the effective neutrino Majorana mass defined as:

mgg = 3.9

3

i& 12
Z m;e i Uel-
i=1

where the masses m; correspond to the light neutrino mass states v; and e'di are the
Majorana phases. In the case where light Majorana neutrino exchange is the domi-
nant contribution, the decay rate (inverse half-life) for the process can be written in a

simplified form as:

2
@) (3.10)

-1 2
= (195) " = 6% (Qpp. 2) M
Me
where G% is the phase space factor obtained from integrating over all possible en-
ergies and angles of emitted particles and the m, is the electron mass. The nuclear

matrix element M%, often abbreviated (NME), contains the transition probabilities
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from the initial to final nuclear states. The NME for the light Majorana neutrino ex-
change is often expressed in terms of long-range and short-range contributions as

MOV N MOV — g;l‘ (MOV + MOV

light long short)' As stated earlier, g, is axial-vector (long-range)

coupling of the weak interaction to nucleons and is factor out. It represents the de-
grees of freedom used by many-body methods to calculate the NMEs. Furthermore,
the short-range component of the NME is proportional to another two-nucleon cou-
pling g"N, which is not written explicitly here. Similar to the 2vf decay case, the
phase-space factors are quite accurately known for all relevant nuclei used in 0vBf
decay experiments [24, 25]. However, despite recent progress, NMEs for 0Ov3 decay
and some of their associated hadron couplings are still poorly known. This will be
summarized in the following section.

To date, the best lower limit on mgf, was achieved by the KamLAND-Zen experi-
ment in 2024 with a half-life limit of T’ {)/Vz > 3.8 x 10%% years at 90% confidence [31]. This
corresponds to mgg in the range of 28-122 meV, where the width of the range is mostly
due to the NME:s for '36Xe, the 0vB isotope used in KamLAND-Zen. This is shown
in Figure 3-3 where mgg is plotted versus the lightest neutrino mass state. There are
two possible regions where we would expect to see a signal, depending on whether
the mass ordering is inverted (blue) or normal (magenta). KamLAND-Zen probed the

inverted region for the first time but a large portion of the phase space remains unex-

plored.

3.3 0vfp Nuclear Matrix Elements

The NMEs capture the effect of nuclear structure on OvB decay and are calculated
using models of the initial and final nuclei, along with nuclear many-body approaches
to evaluate the transition operator between them. When attempting to infer the value

of mgg from the measured T,

1/»» the uncertainty on mgg is presently dominated the
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Figure 3-3: Possible Majorana masses for normal (magenta) and inverted (blue) mass
orderings, calculated with mixing angles and mass differences from the PMNS ma-
trix. The error bands come from uncertainties in the mixing parameters [32]. The
KamLAND-Zen experimental limit on mgg is shown in gray. Present limits [33, 34, 35]
for several other isotopes are shown in the panel on the right.

NMEs. This section will only briefly summarize the many-body models used to cal-
culate the relevant NMEs. A detailed theoretical explanation of the NME calculations,
uncertainties, and considerations for the light Majorana exchange mechanism, is well
beyond the scope of this thesis. However, a more in-depth description of modern NME
calculations can be found in Reference [36].

NME calculations typically proceed in two steps. The first and standard step cre-
ates a many-body Hamiltonian containing nucleon-nucleon interactions and the de-
cay mechanism. The second step introduces a field that captures nuclear structure
and higher-order interactions. To date, the most-often-used calculation methods are

as follows:

e The Nuclear Shell Model (NSM) has historically been the main workhorse for the

computation of nuclear structure. The basic assumption is that the nucleus as
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composed by nucleons that move independently of each other inside a spheri-
cally symmetric mean field with an additional strong spin-orbit term. This mean
field potential represents the average interaction with the other nucleons and is
often described by harmonic oscillator or Woods-Saxon potentials. The nucle-
ons are considered to be non-relativistic point-like particles and as such without
any internal structure. This produces single-particle states clustered in orbits,
called shells, that are close in energy, which is especially true for observed nuclei
with magic numbers of protons and/or neutrons (they more tightly bound than
their neighbors). These energy levels are sufficiently separated from each other
so that the nucleus can be regarded as an inert core, made up by filled shells and

external nucleons, referred to as valence nucleons.

The Quasi Random Phase Approximation (QRPA) is a many-body perturba-
tion theory approach that spans a wide space of nuclear orbitals, using exper-
imentally determined nucleon-nucleon potentials similar to the Hartree-Fock
or Woods-Saxon potentials. It mainly builds on the mean-field picture of the
nucleus and allows for a tractable treatment of complex nuclear correlations,
particularly in medium and heavy nuclei, where fully microscopic methods like
the nuclear shell model become computationally infeasible. The calculation re-
lies heavily on proton-neutron interactions, parameterized by the constant g,
which is the proton-neutron pairing interaction strength. The value of this pa-
rameter is determined from a fit of the model to the experimentally measured

2v 3 rate, and this fitted value is then used to determine the 0v g rate.

Energy Density Functional (EDF) methods calculate nucleon interactions and
properties using an energy density functional obtained from a standard nucleus.
EDF methods generalize the idea of mean-field models and they also allow for

a self-consistent description of a nucleus using functionals of densities, just like
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density functional theory (DFT) in condensed matter or atomic physics. The
functional comes from minimizing the Hamiltonian over local density functions
(nucleon, spin, and current numbers, among others), with constraints from mea-
surement. This provides a way to include complex correlations such as nuclear
deformation, pairing, configuration mixing, and collective dynamics, which are
essential for a reliable NME prediction in heavy, realistic nuclei. These models
describe medium and heavy nuclei well, but produce some of the largest NME

values, since they don't explicitly include proton-neutron pair correlations.

e The Interacting Boson Model (IBM) simplifies the description of medium and
heavy nuclei by treating pairs of nucleons (proton-proton, neutron-neutron, or
proton-neutron) as bosons. IBM provides a phenomenological but effective frame-
work for calculating NMEs that are otherwise computationally challenging to
obtain in fully microscopic models. Some of these approaches treat protons and
neutrons identically, while others treat them separately. Specifically, the IBM
has been extended to compute NMEs for double beta decay in its IBM-2 version,
which distinguishes between proton and neutron bosons. Since these models
require pairs of nucleons, they only apply to even-even nuclei (a fine application

to double-f decay.)

e Abinitio (meaning from the beginning) methods use truly first-principles calcu-
lation of nuclei and involve solving the underlying theory, quantum chromody-
namics (QCD), with quarks and gluon degrees of freedom. In contrast to other
many-body approaches which have some phenomenological components, ab
initio methods treat all nucleons in the nucleus and use unadjusted nuclear Hamil-
tonians that are mostly derived from chiral effective field theory. Moreover, the
calculations are systematically improvable and the convergence of the results

can be checked explicitly. Ab initio calculations reproduce the properties of nu-
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clei well in light and medium nuclei and some recent attempts have been made
applying these calculations to heavier 0vff nuclei. However, more theoretical
work in this area is needed to improve the accuracy and applicability of these

methods for heavy nuclei [37].

To give some context as to how the available NME calculations compare with each
other, a summary of recent calculations for various 0vff isotopes is shown in Fig-

ure 3-4. The spread in the magnitude of the NMEs varies by at least factors of 2-3.

3.4 Experimental Search for 0v( Decay

As previously mentioned, the two electrons from 0v3 decay will have exactly the end-
point energy Qgp and will form a sharp peak at the end of the 2v 5 energy distribution.
Theoretically, the Ov 5 peak should resemble a delta function positioned at Qgg. How-

ever, the exact width of the measured signal, and its separation from the falling tail of
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Figure 3-4: Nuclear matrix elements for 0vBf decay candidates as a function of mass
number A, adapted from Reference [36].
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the 2v36, depends on the detector energy resolution. This is illustrated in Figure 3-5
where the inset is zoomed into the region of interest (ROI) for the 0v] S signal.

There are many naturally occurring even-even nuclei capable of undergoing dou-
ble beta decay, but not all are equally well-suited for a 0vf search. The selection of
the double beta decay isotope is a critical aspect of detector design and significantly
impacts the experiment’s sensitivity to the Ovf process. Choosing the optimal iso-
tope involves considering several key factors. Firstly, a high Q-value is preferred in
0vfp searches because it enhances the decay rate through a larger phase-space fac-
tor, places the signal region above most natural radioactive backgrounds, and gener-
ally improves signal detection efficiency. Selecting a double beta decay isotope with
high natural abundance is beneficial because it increases the number of target nuclei
for a given mass, thereby enhancing sensitivity. While it’s possible to enrich isotopes,
this will typically increase the costs dramatically, a factor that can’t be easily ignored.
A relatively long 2v 36 half-life improves the experiments sensitivity by reducing the

2v [ background. Also, calculations of the NMEs vary by isotope, influence the 0vff
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Figure 3-5: [llustration of the observable signal of 0v 3 decay. The inset is zoomed into
the ROI for 0v and gives a more accurate depiction of the Ov [ signal for a detector
energy resolution of at least several percent or higher.
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Isotope  Abundance (%) Qgp (MeV) T, (10%° years)

8Ca 0.187 4.268 0.6410-0% (stat) *) 02 (syst)

6Ge 7.75 2.039 20.22 +0.18(stat) + 0.38(syst)
825e 8.82 2.998 0.869 + 0.005(stat) 10002 (syst)
Zr 2.80 3.356 0.235+0.014(stat) + 0.016(syst)
100Mo 9.744 3.034 0.0707 + 0.0002(stat) + 0.0011(syst)
16cd 7.512 2.814 0.26379:911

130Te 34.08 2.528 8.7670-99 (stat) *)-13 (syst)
136Xe 8.857 2.458 21.6*$3(stat) "5 (syst)

ONd 5.638 3.371 0.0934 +0.0022(stat) "0 005 (syst)

Table 3.1: Summary of the most common 2vff-decay isotopes used to search for
0vpp-decay. Abundances, Qgg values, and half-lives are taken from References [38]
and [39]

half-life and observation prospects, with some isotopes offering both larger values and
smaller theoretical uncertainties. Finally, technical limitations involving the instru-
mentation of the isotope in an experiment must also be considered. The most popular
isotopes used for 0vff experiments are summarized in Table 3.1.

When designing 0v 8 experiments, we must also consider multiple sources in ad-
dition to the tail of the continuous 2v B distribution. Natural radioactivity from mate-
rials both within and surrounding the detector, cosmic rays and their resulting radioac-
tive spallation products, and other subtle particle physics processes could all mimic a
0vp decay signal. As a result, a central challenge in designing a 0vf experiment is
maximizing the signal-to-background ratio.

Experiments searching for Ov3 decay are typically conducted deep underground
to shield them from cosmic ray backgrounds, and they also prioritize the use of mate-
rials with exceptionally low levels of radioactive contamination. Smaller-scale (order

of several hundred kilograms of isotope or less) experiments generally achieve lower
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background rates, superior energy resolution, and better spatial resolution, which aids
in distinguishing signal from background. However, these detectors often find it chal-
lenging and very expensive to scale to multiple tons of 0v3f isotope. In contrast, while
larger detectors can accommodate a tone or more of isotope, maintaining high energy
resolution becomes more challenging. Additional factors such as safety and technical
feasibility are crucial considerations in experimental design.

Experiments searching for 0vB decay aim to measure the signal rate, which in
turn provides a measure of the half-life. In the absence of any signal in the data, a limit
on the half-life is obtained instead. To describe an experiment’s sensitivity to the 0v

half-life we start with the very familiar form of the radioactive decay law:
N(t) = Npe™n@1/T7), (3.11)

where N(1) is the number of nuclei remaining at a given time ¢, and Nj is the initial
number of 0v S nuclei. Equation 3.11 can be written in terms of the number of decays

Npgg detected with efficiency e:

N, v

€

Solving for the exponential gives:

Ny — Nggle
m(%
0

) =-In(2) (l; (3.13)
T v

1/2

Using the approximation In (1 — x) = —x for small x, we arrive at the 0v half-life in
terms of the number of the number of double-beta decay nuclei N, the number of

0vpp events detected Ngpg, the livetime ¢, and the detection efficiency e:

In(2)teN
i) = —n(N) ‘ (3.14)
5p

The number of double-beta decay nuclei N can be written more explicitly in terms of
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the following parameters:

xaNsM
N = (—) (3.15)

A
where x is the fraction of the total mass M made of the target element containing
0vBp isotope, a is the percent abundance of the isotope within the target element,
N, is Avogadro’s number, and A is the molar mass. For example, suppose an experi-
ment uses a 780 tons of liquid scintillator with 3.9 tons of natural tellurium, which has
a 34% natural abundance of 1*°Te. Then we would have the following: M = 780kg,
x =3.9tons/780.0tons = 0.005, and a = 0.34.

Successful experiments maximize their sensitivity to T%. In the case where no

1/2°
clear signal exists in the data, we consider the maximum number of possible decays n,,

hiding under the background:

np=0,V tbAgM (3.16)

where b is the background rate, ¢ is the exposure time, M is the total mass of the target
material, Ag is the width of the ROI, and o, is the n-o confidence level at which we
believe the decays are hiding under the background.

Combining Equations 9.6, 3.15, and 3.16, we can write down the experimental sen-

xaN, Mt
St =In(@e=— A‘/EE (3.17)

We can see that Equation (3.17) prescribes an ideal experiment: one with a minimal

sitivity to the Ov B half-life:

background rate b and fine energy resolution (small Ag), while maximizing the effi-

ciency e, live time ¢, and target material loading (M, x, and a).
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Chapter 4

The SNO+ Experiment

The Sudbury Neutrino Observatory (SNO) was constructed back in the late 1990s to

measure solar neutrinos. In doing so, the experiment resolved the solar neutrino prob-

lem and confirmed for the first time ever that neutrinos must have mass. For this

ground-breaking discovery, SNO, and the Super-Kamiokande experiment in Japan, won
the 2015 Nobel Prize in Physics [4]. The experiment collected data until late 2006, and

soon after it was shut down to begin major detector upgrades to enhance its sensitivity
to new physics.

In May 2017, a series of initial upgrades were completed and the experiment began
taking data while filled with ultra-pure water. Another major milestone was achieved
after additional upgrades allowed the detector to be filled with pure liquid scintillator,
followed by a period of low-background data acquisition. At the time of this thesis,
the project is approaching it’s final upgrade that will allow for a high-sensitivity search
for 0vpBB with 13°Te. Dubbed ‘SNO+’, this next-generation liquid scintillator detector
supports a broad low-background physics program that aims to set new limits on 0v
decay. This chapter details the major upgrades and detector components, along with

each phase of detector operation.

4.1 Detector

SNO+ is located in Sudbury, Ontario, 2km underground in SNOLAB. At this depth

(6010 meters water equivalent), SNO+ has a cosmic u~ rate of roughly four per hour,



39

the lowest among its fellow detectors abroad[40]. SNOLAB, which houses several other
neutrino and dark-matter experiments, also shares space with Vale’s active Creighton
nickel mine. To mitigate contamination from its surroundings and meet the experi-
ment’s strict radio-purity needs, the entire lab was built as a self-contained class-2000
clean room.

The detector target medium fills a 5.5-cm-thick spherical acrylic vessel (AV), which
measures 6.0 m in diameter. A spherical array of 9,362 photomultiplier tubes (PMTs)
with light concentrators are positioned ~ 2.35 m from the surface of the AV, pointing in-
ward. Each PMT is mounted to a concentrically situated geodesic PMT support struc-
ture (PSUP) made out of stainless steel. The PSUP also contains 91, outward-facing
PMTs without light concentrators, which help veto sources of light outside the detector.
Much of the outside light comes from muons or ambient radiation from the surround-
ing rock. SNO+ has retained most of the original 8-inch Hamamatsu R1408 PMTs from
the SNO era. As part of the upgrade, over 600 of these were repaired and reinstalled,
while some were permanently removed to make room for the hold-down ropes. Fi-
nally, the entire cavity containing the detector is filled with roughly 7,000 metric tons
of ultra pure water, which provides addtional shielding from trace radiation from the
surrounding environment and PMTs. A diagram of the SNO+ detector is shown in Fig-
ure 4-1.

The original acrylic vessel (AV) from the SNO detector was built from 122 ultraviolet-
transmitting acrylic panels and remains in place today. As mentioned above, the pan-
els are nominally 5.5 cm thick, with the exception of ten panels around the equator
being 11 cm thick to accommodate grooves for the supporting ropes. All the panels are
glued together to form the 6-meter-diameter sphere[41]. This choice of acrylic has two
advantages: it’s easily cleansed of radiation, and its index of refraction matches that of
the PMT faces.

Hold-up ropes once cradled the AV when it was filled with heavy water during



Figure 4-1: Diagram of the SNO+ detector’s main structural components showing 1)
the deck, 2) neck, 3) support ropes, 4) AV, 5) PSUP, and 6) rock cavern.

the SNO experiment, and they have since been upgraded to higher-purity Tensylon
ropes[40]. These are 19 mm in diameter and hang from the cavity ceiling, where they
suspend the AV by grooves in its equator. The hold-down ropes are a special addition
to SNO+ and anchor the now-buoyant AV to the cavity floor (density of scintillator is
~ 863 kg/m3 which is less than the density of water). The hold-down ropes are 38 mm
in diameter and wrap around the top of the AV, at the base of its neck. The AV-rope
system is illustrated in Figure 4-2.

This neck is a 7.0-meter-high tube with an inner diameter of 1.5m. It is made of
ultraviolet-absorbing acrylic and connects to the AV at a joint called the neck boss. The
choice of ultraviolet absorbing acrylic was to mitigate the funneling unwanted light
from the neck and down into the AV. The whole structure reaches to the level of the

deck, where lab personnel can deploy internal calibration sources. This interface also
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Figure 4-2: Left: The original SNO design and placement of the AV and hold-up ropes,
adapted from Reference [41]. Right: Diagram of the PSUP the AV (solid dark gray),
and the hold-down ropes designed for SNO+ (thick black lines), adapted from Refer-
ence [40].

contains a system of pipes, which allow the loading and recirculation of detector me-
dia. A constantly flushed blanket of high-purity nitrogen seals the neck and cavern to
protect each from radon.

The transitions between different detector media filled into the AV caused two ar-
tifacts. During the first transition, the AV was drained of heavy water, sitting exposed
to air for several years before filling with ultra-pure water in 2017. Even with thor-
ough cleaning before ultra-pure water filling, radon daughters remain embedded in
the acrylic and constitute a major source of backgrounds, discussed in detail in Chap-
ter 7. During the second transition in 2019, the AV started filling with pure liquid scin-
tillator. This caused the AV’s buoyancy to vary until the fill completed in 2021, causing
an average vertical offset of 185.0 mm with respect to the PSUP. Both of these effects are

monitored and included in simulation and event reconstruction described in Chap-
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ter 6.

4.2 PMTs and Data Acquisition Electronics

When particles interact inside the SNO+ detector medium, they create small bursts of
Cherenkov and/or scintillation light. These optical photons are eventually detected
by the PMTs, which have single-photon detection sensitivitiy. The PMTs convert the
detected photons to an analog signal through the photoelectric effect. They generally
consist of an anode at the base, and an evacuated glass dome which houses a grounded
photocathode and a stack of dynodes. A positive high voltage (typically in the range
of 1.6 —2.3kV) is applied to the anode, creating a strong electric field. Incident pho-
tons knock electrons from the photocathode. These electrons accelerate toward the
first dynode, where they knock out secondary electrons in a cascade down the rest of
the dynode stack. The number of electrons is amplified at each dynode stage until
it reaches a factor of ~ 107. The resulting avalanche of electrons produces an analog
signal that allows for two measured observables to be used in event reconstruction:

charge and time.

{|7.5cm

High
Voltage

Figure 4-3: Diagram of the SNO Hamamatsu R 1408 PMTs adapted from Reference [41].
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Light Concentrator

PMT

Figure 4-4: Diagram of a PMT shown with its casing and light-concentrator. Figure
from [42].

Each inward-looking PMT sits in plastic casing, surrounded by a Winston cone
(Figure 4-4). The Winston cones are concave arrangements of 18 curved, dielectric-
coated aluminum sheets, which direct off-axis light toward the PMT faces. This dielec-
tric coating contains a first layer of specular aluminum and a protective layer of tita-
nium dioxide and praseodymium(III) oxide. The materials and thicknesses of these
layers were chosen to maximize reflectance in water for the visible spectrum at sev-
eral angles of incidence. The Winston cones enhance the overall photon collection
efficiency resulting in a total photocoverage of 54%.

Calibration of each PMT requires knowledge of three intrinsic qualities: dark noise,
wavelength efficiency, and transit time. Dark noise refers to the ambient amount of
current generated at the anode without an incident photon. The SNO+ custom data ac-
quisition electronics contain discriminators, which remove this current by only record-
ing PMT signals with integrated charge above a certain threshold. The discriminator
threshold is set to ~ 0.25 of the average photoelectron charge and is ~ 75% efficient in

collecting only single-photoelectron signals.
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Not every photon that hits the photocathode will produce a signal at the anode.
PMTs have quantum and collection efficiencies that vary with wavelength. Quantum
efficiency describes the initial photoelectron production and is the ratio of primary
photoelectrons to incident photons. Collection efficiency is the fraction of these pri-
mary photoelectrons that reach the first dynode.

The path between photon incidence and production of maximum current at the
anode determines the "transit time" of the PMT. Photoelectrons traversing a perfect
path from photocathode to anode create the most intense prompt peak in the transit-
time spectrum as illustrated in Figure 4-5. There are three other possible paths, though.
Primary photoelectrons can originate from the first dynode when photons transmit
through the photocathode. This path produces a subdominant peak ~ 15ns earlier
than the main peak. The other two possible paths are taken by photoelectrons that
backscatter off the first dynode. In a single back scatter, the photoelectron scatters
elastically, contributing to the electron cascade only when returned to the dynode by
the electric field ~ 10 — 40 ns later. In a double backscatter, the photoelectron scatters
in-elastically, contributing to the electron cascade twice. Its first collision contributes
to the main peak, while its second collision contributes to the latest and broadest peak.

Measuring a photon-producing event inside SNO+ involves capturing light from as
far away as 12.0 meters and converting it to a location and time. This requires several
layers of electronics- one to supply voltage to the PMTs and others to process, dis-
criminate, and record analog signals with high precision. SNO+ inherited most of its
electronics from SNO, with the exception of a few upgrades made to accommodate an
increased event rate in scintillator.

A waterproof coaxial cable connects each PMT to a PMT interface card (PMTIC),
where it receives its high voltage, and to a front end card (FEC), where it outputs an
analog signal for processing. The FEC has a discriminator, which digitizes the pulse

and determines whether the amplitude crosses the discriminator threshold (again, this
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Figure 4-5: Transit time spectrum for a simulated R1408 SNO+ PMT adopted from Ref-
erence [43].

issetto ~ 0.25 the average PMT charge from a single photoelectron). If it does, the PMT
is considered "hit", and the FEC goes on to calculate the hit time and total charge on
the PMT.

All 9,362 PMT-PMTIC-FEC connections are divided among 19 crates, which sit on
the detector deck. The discriminator pulses from the hit PMTs are summed for each
crate, and these sums are passed to seven Master Trigger Card/Analog (MTC/A) boards.
Each MTC/A board has its own pre-determined threshold and fires if the analog sum of
the crate sums exceeds that threshold. Each of these thresholds correspond to unique
trigger settings and are a helpful input to a physics analysis. For example, an analog
sum that pass the NHIT100 trigger has an amplitude proportional to the number of
PMTs hit within 100 nanoseconds.

The triggered pulses from the MTC/A boards reach the master trigger card/digital
(MTC/D) which triggers the detector. This global trigger prompts the FECs to record

all PMT data between 180 nanoseconds prior to and 220 nanoseconds after the global
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trigger. This 400-nanosecond period is called the "event window", and all PMT infor-
mation in this window describes a single "event". The time to analog converter (TAC)
gives the time between a PMT hit and its PMTIC’s receipt of the global trigger. This is
the relative time the PMT fired within the event window and is an input to event re-
construction. The total charge on each PMT also contributes to event reconstruction,
and can be determined through short or long integration of the PMT pulse at high gain
(QHS and QHL, respectively), or long integration of the PMT pulse at low gain (QLX).
Individual MTC/A boards can be masked in or out of the MTC/D requirements for a
global trigger. The MTC/D can even be forced issue a global trigger during calibration
campaigns. Each triggered event has a global trigger ID, and all are organized into
hour-long runs. Lab personnel monitor detector conditions to assess data quality. Run
type, material recirculation, and deck activity are some of the conditions noted, and

only data taken under ideal running conditions are used for physics analyses.

4.3 Calibration

Reconstructing an event’s time and energy from PMT information requires a thorough,
and accurate, model of the detector response. Calibration campaigns provide model
constraints and quantify features and artifacts. One such artifact is called the time
walk effect, which refers to timing offsets between PMTs. These offsets arise from
pulses traversing varying cable lengths and from low-amplitude pulses, which take the
longest time to cross the discriminator threshold.

PMT-specific qualities affect signal efficiency. As discussed in Section 4.2, the prob-
ability of detecting a photon of a given wavelength depends on the PMT’s quantum and
collection efficiencies, which are known quantities provided by the manufacturer. Ad-
ditionally, the signal efficiency depends on the discriminator threshold and resulting

channel efficiency, as well as the angular response of the PMT and its light concentra-
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tor.

Other optical and scintillator quantities also affect light collection and event recon-
struction. Scattering and absorption lengths of the scintillator, the AV, and the external
water all determine how light propagates through the detector. Calculation of the time
of flight of a photon from its origin to a PMT requires knowledge of the reflectivity of the
Winston cones, and of the differences in refractive indices between scintillator, acrylic,
and water. Energy reconstruction depends on the number of photons emitted by the
scintillator per 1 MeV of deposited energy (the "light yield"). Finally, position recon-
struction and particle identification depend on the timing response of the scintillator.

Most importantly, many of these quantities can be measured from the bench top,
but change over time. For example, the reflectivity of the Winston cones and the angu-
lar response of the PMTs were both measured prior to their deployment in SNO. Over
the detector’s life, however, these components deteriorated in the ultra-pure water,
changing the PMT response. In-situ calibrations provide the most realistic and current

PMT response parameters and allow regular monitoring of scintillator stability.

4.3.1 Radioactive Sources

Deployed radioactive sources provide in situ energy calibration. By toggling the ra-
diation type and energy (table 4.1), a deployed source calibration can determine the
energy scale and resolution, as well as systematic uncertainty in reconstruction. Dur-
ing a deployment, a system of ropes lowers a sealed radioactive source down the neck
and into the AV, where emitted particles deposit their energy in the detector media.
This deposition produces light, which strikes the PMTs in its path, producing a signal

for readout.
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16N High-Energy Gamma Source

When SNO+ was filled with ultra-pure water, energy calibration proceeded through a
sealed!®N source. The f decay of '*N produces a 6.1-MeV y. During a source deploy-
ment, The  remained in the source container, while the y escaped to the detector
material. The S is first detected by a thin piece of plastic scintillator coupled to a cali-
bration PMT. This prompt signal is used to tag the delayed 6.1-MeV y. The 1N source
has been discontinued, as it (and § and a sources in general) cannot be sealed thor-
oughly enough to meet low-contamination requirements while also providing a source

of radiation in the energy range relevant to the scintillator phase’s physics goals[40].

Americium-Beryllium Neutron Source

The Americium-Beryllium (AmBe) source is a neutron and y-emitter inherited from
SNO. A Delrin-encapsulated stainless steel container holds a mixture of ! Am and YBe
powders. The a decay of 241 Am (T = 432 y) accompanies the emission of a 59.5 keV
y (branching ratio of 84.6%). ?Be captures G(1072)% of these a particles to produce
a neutron and the excited state 12C*, which relaxes to its ground state and emits a
4.44 MeV y. Within the next ~ 200 us , the neutron then thermally captures on H to

produce a 2.2 MeV y. This can be depicted in the following way:

9Be+a — n+'2C*
(4.1)
120% 120, Y
The 4.44 MeV and 2.2 MeV y’s can be coincidence-tagged, and provide a high-energy
calibration point, in addition to a measurement of neutron detection efficiency. This

is important for physics studies involving antineutrinos that interact through inverse

beta decay.
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46S¢ Low-Energy Gamma Source

The ROI for 0vB-decay is centered around the Q-value of '3°Te at 2.528 MeV bounded
by the on the left and right by (-0.50,1.50) of the hypothetical 0v S peak. This highly
asymmetric range was chosen to reduce as much of the 2v-decay contamination
as possible, but this choice depends heavily on accurate modeling of the 2vf decay
distribution. An increase of just 1% in the high-energy tail of the 2v 5 spectrum could
result in a 5% systematic error in T}, [40].

The '°N tagged source produces gammas well above the energies needed for a cal-
ibration near the 0v 8 ROIL Another tagged source can be created by bombarding #°Sc
with neutrons to an activity of ~ 200 Bq. The resulting *®Sc has a half-life of 83.39 d, and
emits one ( (111.8keV) and two y’s (889.3keV and 1120 keV). The f’s have too low en-
ergy to reach the scintillator, and do so only 0.002% of the time. This presents minimal
background to the y’s, which deposit all of their energy in the scintillator (98.5 + 0.5)%
of the time. The construction and principle of operation of this source are the same as
for 1N. Mainly, an enclosed PMT coupled to plastic scintillator detects the 8's, provid-

ing a prompt tag for the y’s that escape to the scintillator.

Other Radioactive Sources

Intrinsic radioactivity can also provide a means of energy calibration. Radon daugh-
ters already present in the detector such as the ?'°Po a, and the coincident decays of
212Bi-Po and 2'*Bi-Po, are all well-known and efficiently tagged, making them useful
in monitoring energy scale and resolution over time. Other untagged gamma emitters

are also being considered for future calibrations and are listed in Table 4.1.

4.3.2 Optical Calibration Sources

Optical calibrations inject the detector with photons of known wavelength, allowing

the measurement of the target material’s optical properties. Many of these properties,
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Source Particle Energy (MeV) Calibration
AmBe n,y 4.4(2.2,7.6,9.00 neutron capture response
16N 04 6.1 energy reconstruction
465¢ % 0.9,1.1 energy reconstruction
485 y 1.0,1.2,1.3 energy reconstruction
5Co Y 0.122 energy reconstruction
137Cs Y 0.7 energy reconstruction

Table 4.1: List of SNO+ radioactive sources which have either been deployed or are
being considered for deployment.

such as attenuation length, scattering, and absorption, change over time and need to
be monitored in-situ. Asynchronous control of the optical calibration sources also al-

lows the measurement of PMT timing offsets and overall response.

Laserball

Calibrations of SNO relied heavily on the laserball optical source, and it remained in
use during the pure-water phase of SNO+ [42]. In this device, a bundle of optical fibers
shuttles light from a nitrogen-pumped dye laser to a quartz sphere as illustrated in
Figure 4-6. Here, the light diffuses isotropically through glass microbeads suspended in
silicone gel. Just upstream from the laser’s dye cells, a beam splitter diverts some of the
light to a photodiode. A constant fraction discriminator processes the resulting signal
into a pulse for the data acquisition system. These triggers serve as a clock against
which absolute time delays and PMT time-walk can be measured. Calibrations with
the laser ball source typically last 2.5 hours, during which the source delivers pulses
at frequencies of 10 — 40 Hz in several locations inside the AV. Positioning the laserball
at the center of the AV allows measurement of timing offsets between the PMTs, while
the intensity of the pulses guarantees that they operate in the single-photoelectron

emission mode.
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Figure 4-6: Left: the laserball source during deployment in the SNO+ water phase.
Right: diagram of the upgraded laserball source. 1) cable fiber lock, 2) quartz rod light
guide, 3) PTFE clamps, 4) neck tube, 5) neck bung, 6) neck clamp, 7) quartz support
extension, 8) diffuser flask, filled with silicone gel and hollow glass microbeads. Figure
adapted from Reference [40].

The laser ball has since been upgraded for the scintillator phase of SNO+. It has a
slimmer neck, which reduces self-shadowing, and a movable quartz rod, which allows
an adjustable light injection point. The latter feature improves the polar isotropy, and
can be optimized, along with microbead concentration, to produce a quasi-isotropic

light source with low temporal dispersion.

ELLIE

Deployed sources like the laser ball present an increased risk of contamination in SNO+.
To mitigate this, SNO+ has been retrofitted with the Embedded LED/Laser Light Injec-
tion Entity (ELLIE). This system consists of optical fiber ends permanently affixed to
the PSUP, and it operates under three modules, described here. A diagram of the sys-

tem is shown in Figure 4-7.
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TELLIE AMELLIE SMELLIE

Figure 4-7: Diagram of the ELLIE system, adapted from Reference [40], showing a few
beams from each ELLIE configuration. TELLIE points wide-angle light toward the cen-
ter of the detector, while AMELLIE and SMELLIE point collimated beams at several
angles relative to the center of the AV.

TELLIE

The timing module (TELLIE) injects wide beams of one wavelength from several points
throughout the PSUP. It enables measurement of the gain, charge response, and timing
offset of the PMTs. Accurate calibration of the detector timing affects the accuracy of
photon time-of-flight, an important input for an event’s position reconstruction. TEL-
LIE’s first job is to synchronize the PMTs’ response to a global generation of a single
photoelectron. Several factors mitigate this synchronization, like delays in the elec-

tronics between the readout and trigger system. TELLIE must determine and suppress



53

these delays to within a nanosecond or better, since other irreducible timing uncer-
tainties remain. The transit time spread of the PMTs (10 = 1.7 ns) and the decay time
of the scintillator, described in Section 5.2, contribute &'(1 —10) ns to the overall timing
uncertainty.

TELLIE’s second job is to calibrate the charge response and gain of the PMTs, both
inputs to energy reconstruction. These need monitoring, because the discriminator
threshold is set at ~ 25% of the average peak voltage for single photoelectron pulses.
So, any change in the gain of a PMT changes the photoelectron detection efficiency of
its channel.

To accomplish these tasks, TELLIE has 92 injection points distributed throughout
the PSUP, each pointing toward the center of the AV. Duplex PMMA step-index optical
fibers at each point inject light from an LED source. This light is 500 nm in wavelength,
chosen from the range in which Te-loaded scintillator (described in Chapter 5) is most
transparent, and where the PMTs are most quantum-efficient. Each fiber has a numer-
ical aperture of 0.5 and provides a beam with a half-opening angle of 22° (measured in
water for 450 nm), allowing thorough coverage. Each 45-meter-long fiber connects to
a patch panel on the detector deck, where an additional two-meter long fiber connects
it to to a driver box containing the LEDs. These LEDs deliver several optical pulses of
width ~4 ns (FWHM), with diminishing statistical uncertainty. Under these conditions,

TELLIE achieved a calibration of ¢ (0.1) ns for each PMT.

SMELLIE

The scattering module (SMELLIE) injects collimated beams of several wavelengths from
15 locations on the PSUP. This calibration source measures the scattering properties
of the detector media. Optical scattering of visible photons proceeds mainly through
Rayleigh scattering, which has a clear and well-defined dependence on scattering an-

gle and wavelength. SMELLIE exploits this using partially collimated beams of five
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wavelengths. Partial collimation precisely defines the initial angle of the photon, while
still producing enough hit PMTs. Since scattered photons travel farther and longer
than re-emitted or refracted photons, SMELLIE picks out genuine photon scatters.
Short-pulsed lasers inject light from five nodes. At each node, each of three Corn-
ing InfiniCor SXi telecommunications fibers sits at —20°, 0°, 10° relative to the center
of the AV. This configuration yields three sets of path lengths through which SMELLIE
can separate the scattering properties of the external water from those of the detector
media. The pulses themselves come from four diode lasers, and one super-continuum
laser. The diode lasers produce fast (50 — 200 ps) pulses with wavelengths of 375, 405,
440, and 495 nm (FWHM in the range of 1.5 —4nm). The super-continuum laser pro-

duces longer pulses (~ 2 ns) with a 10-nm bandwidth in the visible range.

AMELLIE

A photon can deviate from its initial path via absorption or scattering. These tenden-
cies make up a wavelength-dependent material property called attenuation. Since
a photon’s path determines position and energy reconstruction, SNO+ needs a cali-
bration to closely monitor optical attenuation over time. AMELLIE accomplishes this
through injecting collimated beams of several wavelengths at different angles. The ba-
sic principle uses the timing and positions of hit PMTs along the path of the beam.
PMTs aligned with the beam register prompt, unattenuated light, while those just out-
side the path register light delayed by scattering, reflection from boundaries, or ab-
sorption and re-emission by the detector media. The angle between the prompt and
delayed PMTs, which AMELLIE can monitor over time, implies the attenuation length.

AMELLIE employs LED sources coupled to step-index multimode fibers, which
have a numerical aperture of 0.22 and produce highly collimated beams (9.47° half-
opening angle at 450 nm in water). Eight of these 45-meter long fibers sit in four loca-

tions on the PSUP, two toward the north and south poles, and two close to the equator.
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At each location sits one fiber pointing at 0° and a second at 20° relative to the center
of the AV, providing a variety of path lengths. AMELLIE cannot separate contributions
to attenuation in the detector medium, but can measure changes over time and serve

as a crosscheck for SMELLIE data.

4.3.3 Calibration Hardware

Calibration sources deployed inside the detector require support and connections to
the deck clean room. A central rope carries the weight of the source, while a 30-m
umbilical cable runs optical fibers, thin coaxial gas tubing, and four hook-up cables
between the source and the deck clean room. The umbilical cable can transmit power,
signals, light pulses, and gas feed.

The umbilical can move about the central vertical axis, using the umbilical retrieval
mechanism (URM). This system contains storage for the umbilical, an umbilical driver,
and a rope driver as illustrated in Figure 4-8. In the storage system, the umbilical winds
around two sets of six co-axial pulleys, which can lower or retract it. A pneumatic pis-
ton pulls on the pulleys, maintaining a constant tension. The umbilical retrieval mech-
anism also allows the source to move off axis, using side-ropes. Sources can also be
lowered between the AV and PSUP, through any of six calibration guide tubes as shown
in Figure 4-9. Since this region of the detector has lower radio-purity requirements,
these calibrations can occur during all phases with minimal disturbance to the target
material. These external calibrations were especially relied upon while the detector
was actively filling with liquid scintillator.

The water phase of data taking (section 3.4.1) used the original source deploy-
ment system from SNO, but required updates for deployment in SNO+. Specifically,
the drivers on the inside of the umbilical retrieval system had to be replaced with
scintillator-compatible materials (low radon emanation and high grip in the slippery

scintillator).
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4.4 SNO+ Target Phases and Physics Goals

The terminal goal of SNO+ is a search for 0vfBf-decay, achievable with a target of
130Te-loaded liquid scintillator. The transition to this medium from a drained and de-
commissioned SNO happened in phases: ultra-pure water, pure scintillator, and later,
130Te-loading. This section briefly outlines these phases below, leaving a detailed dis-

cussion of processing and deployment for Chapter 5.

4.4.1 Water Phase

After decommission in 2007, SNO was drained of heavy water, cleaned, and re-filled
with ultra-pure water. SNO+ resumed data-taking as a water Cherenkov detector from
May 2017 until July 2019.

Cherenkov radiation is a polarization effect that occurs when a relativistic particle
passes through a dielectric material. As the particle travels, molecules in its path po-

larize and then return to their ground states, emitting photons. If these photons have

Figure 4-8: Diagram of the umbilical retrieval mechanism, adapted from Refer-
ence [40], showing 1) umbilical storage system, 2) drive system, 3) rope mechanism,
and 4) acrylic viewing ports.
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Figure 4-9: Figure adapted from Reference [40], showing the main components of the
calibration source deployment system.

a slower velocity than the particle traveling through the medium, they emit in a cone
along the particle’s trajectory (similar to a sonic boom). This Cherenkov radiation has
an opening angle 6 , which is related to the particle’s velocity v, the speed of light in
vacuum c, and the material’s wavelength-dependent index of refraction n(A):

Q_LE (4.2)
COS _n(/l)v .

A particle traveling fast enough produces Cherenkov radiation immediately, and the
emission persists until the particle’s speed v drops below c/n .

Two relations make Cherenkov radiation useful for particle identification and track
reconstruction. The minimum kinetic energy (the "Cherenkov threshold") needed for
a particle of mass m to produce Cherenkov radiation in a material with index of refrac-

tion n is:

E=m|—-1 (4.3)
1-L1
n2
In water, the Cherenkov thresholds of the electron and muon differ by two orders of

magnitude (Ee— =0.26 MeV, E,- = 55 MeV). Moreover, calculation of the opening an-
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gle, along with measurement of the number of photons emitted N gives information
about how long the track x is:

d°N 2naZ?
dxdd A2

sin®6 (4.4)

Finally, since electrons tend to scatter more than muons, the shape of a trajectory re-
constructed from Cherenkov radiation can also help distinguish between electrons and
muons. This is a common technique used for particle ID in water Cherenkov detectors.

The water phase of SNO+ facilitated the search for invisible nucleon decay. Such a
decay is "invisible" in the sense that, during this process, a nucleon decays into prod-
ucts that don’t deposit energy in the detector. Since these products don’t deposit en-
ergy, their presence has to be inferred. Ultra-pure water is well-suited to this task,
since theoretically, neutron and proton decays in oxygen produce excited states that

de-excite by emitting y’s in the following way:

16 _, (invisible) +°0*
(4.5)
150% 15 +y

160 — (invisible) +°N*
(4.6)
BN* LIS N 4y

Almost half the time, these de-excitation y’s deposit ~ 6 MeV of energy, well within the
detector’s sensitivity. The final analysis of 274.7 days of data produced the world’s low-
est limits on the proton and neutron lifetimes of 9.6 x 10%Y and 9.0 x 10?° years, respec-
tively [44]. It also set limits of 1.1 x 10%Y and 6.0 x 10?8 years on the pp and pn modes,

each an improvement on limits set by Borexino and radiochemical experiments.
This period of data-taking also established the levels of backgrounds outside the

target material, optical calibration of the external water, PMT response, and the state

of the data acquisition system prior to scintillator deployment. During this time, the
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detector also showed a 50% neutron detection efficiency, the highest among water
Cherenkov detectors. Additional physics results include the measurement of reactor
antineutrinos, and of B solar neutrinos down to 3.5 MeV [45, 46, 47, 48]. These recent
measurements by SNO+ agree with earlier measurements made by other experiments
and demonstrated the SNO+ detector’s low intrinsic backgrounds and continued via-

bility into its next phase of operation.

4.4.2 Scintillator Phase

Aromatic hydrocarbons scintillate through the de-excitation of electrons in a fully-
conjugated m-system. Some of these materials are liquid at room temperature and can
form the base of many neutrino detectors’ targets, which are economically and safely
scalable to hundreds of tons. In many ways, liquid scintillators are very clean, com-
pared to water. Without ionic impurities, which are insoluble in non-polar materials
like hydrocarbons, some liquid scintillators can achieve 2*3U and 2*2Th contamination
as low as 10~ '8g/g. Along with its high light yield, these qualities make liquid scintilla-
tor an ideal target for low-statistics analyses like a search for 0vfg.

As SNO+ filled with liquid scintillator, described in more detail in the next Chapter,
several analyses monitored intrinsic background levels, measured light yield over time,
and completed a preliminary energy and timing calibrations. An image depicting the
SNO+ detector partially filled with scintillator is shown in Figure 4-10. This period of
data-taking also allowed for physics analyses. One of them demonstrated separation of
Cherenkov and scintillation light at the event-level, taking advantage of the water and
scintillator-filled halves of the target. This separation was able distinguish background
events from ®B solar neutrinos down to ~ 5 MeV [49]. The partial-fill period also saw
the detector’s first detection of reactor antineutrinos, thanks to efficient classification

of the main background 13C(a, n)'%0 [50].
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Figure 4-10: Image of the AV during the partial fill period, with the scintillator-water
interface outlined by the white dashed line.

4.4.3 Tellurium-Loaded Scintillator Phase

The primary goal of the SNO+ experiment is to search for 0vBg in 13°Te. To enable
this, the SNO+ collaboration has developed an innovative method for incorporating
tellurium into the liquid scintillator, described in detail in Chapter 5. The tellurium
phase of the experiment will begin once the scintillator has been loaded to a target
concentration of 0.5% natural tellurium by mass, which corresponds to 3.9 tons of
natural tellurium. About ~ 34% of natural tellurium is 13°Te, the isotope that can un-
dergo double-beta decay. To support SNO+ tellurium operations, two dedicated chem-
ical processing facilities were constructed. The tellurium, initially acquired and trans-
ported underground in the form of telluric acid (TeA), will first be purified in a special-
ized TeA purification plant. Following purification, the TeA will undergo a condensa-
tion reaction with 1,2-butanediol (BD) in the BD synthesis plant, during which water
produced in the reaction will be vaporized and removed. The resulting telluriumbu-

tanediol (TeBD) complex will then be dissolved in linear alkylbenzene (LAB). The high
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Q-value of '3°Te places the 0vB region of interest outside of most of the low-energy
backgrounds, but there remains contamination from 8B solar neutrinos, daughters of

the 238U and 2%2Th chains, and products from cosmic spallation of the tellurium.
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Chapter 5

SNO+ Scintillator Upgrade

The primary goal of the SNO+ experiment is to perform a high-sensitivity search for
0vpp decay. To accomplish this task, the detector upgraded numerous subsystems
that would support the delivery, purification, filling, and recirculation, of liquid scin-
tillator into the AV. Following some initial data-taking with liquid scintillator in the AV,
another dedicated system will allow for tellurium loading into the scintillator to enable
the 0vBp search. The details of the scintillator filling campaign and the path towards

tellurium loading is summarized here.

5.1 Scintillation Mechanism

A molecule’s valence electrons dictate its chemical properties. In aromatic compounds,
the electrons’ wave functions overlap and delocalize around a ring of quasi-double
bonds, which is depicted in Figure 5-1. After excitation by ionizing radiation, the elec-
trons relax and isotropically emit photons over a time period of order tens of nanosec-
onds. This behavior is called scintillation and has been used in particle detection for
decades. In large liquid detectors, the light emission should have rise times on the or-
der of a nanosecond, or less, and decays times on the order of ten nanoseconds, or
less. These timescales allow proper reconstruction of the location of an event and al-
lows discrimination between signal and time-correlated backgrounds.

Aromatic hydrocarbons in particular have several other properties that make them

ideal for low-background experiments like SNO+. First, aromatics are organic mean-
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(@ (b)

Figure 5-1: Benzene structures drawn with a) alternating single-double bonds, and b)
with p-orbitals. Each vertex represents a CH bond. The p-orbitals in b) are bi-colored
to represent the top and bottom sets of lobes, which overlap laterally (highlighted by
the dotted line).

ing they consist of non-polar carbon-hydrogen bonds, making them relatively clean
(eg., compared to water) in terms of ionic or metallic contaminants like potassium,
uranium, and thorium. Second, they are generally non-reactive and thus safely scal-
able and deployable for many years. Finally, some aromatic hydrocarbons, such as lin-
ear alkylbenzene (LAB), are bases for common detergents, and thus cheap and readily
available.

Scintillation can occur in organic and inorganic materials of all physical phases.
In crystalline solids, like Tl-doped Nal, this proceeds in three steps: 1) absorption of
energy and creation of electrons and holes (conversion), 2) migration of these elec-
trons and holes toward dopant impurities or "luminescence centers" (transfer), and 3)
the relaxation of these electron-hole pairs through radiative recombination (lumines-
cence).

The process described above arises from the valence-conduction band structure of
crystals. Organic scintillating materials, on the other hand, luminesce through exci-
tation and relaxation of w-electrons. Like conduction-band electrons, nm-electrons are
also delocalized around the molecule. Ionizing radiation and electron scattering all

excite m-electrons to higher-energy singlet states. The material fluoresces when these
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electrons relax directly to the ground state on a timescale of nanoseconds.

If excited to high enough energy, n-electrons can relax to a meta-stable triplet state
via inter-system crossing. Triplet states brought into close enough contact annihilate.
For example, in LAB, this close contact occurs through Van der Waals interactions be-
tween alkyl groups. That is, one molecule in a triplet state relaxes by transferring its en-
ergy to the second molecule, also in a triplet state. The re-excited molecule then relaxes
directly to the ground singlet state, fluorescing ¢ (10 — 100) ns later. Delayed fluores-
cence from triplet-triplet annihilation has an energy dependence. That is, the heavier
the ionizing particle, the more delayed fluorescence it produces. Reconstruction algo-
rithms can use this relationship to distinguish between types of particles. For example,
the slow component in the timing profile of LAB is higher for a’s (m, =3.727 GeV) than
for f’s (mg =0.511 MeV).

A scintillator must produce enough light for the detector to resolve the energies
of incoming particles. It is important to note that only a fraction of scintillator de-
excitations ("quantum efficiency") proceed by radiative emission. Moreover, the en-
ergy of the light emitted by the scintillator only makes up a small fraction of the en-
ergy originally deposited by the particle ("scintillator efficiency"). The quantity "light
yield" captures both of these efficiencies and is defined as the number of photons pro-
duced per quantum of energy absorbed by the scintillator. Light yield obeys something

known as Birks’ law [51] which is written as follows:

dL . dEldx

—=S 5.1
dx 1+ kg(dE/dx) 6D

where, L and S are the light yield and scintillator efficiency, respectively. The Birks’ con-
stant kp is empirically determined through measurements and material-dependant. It
describes the collective effect of different particle interactions that lead to non-radiative

de-excitation ("ionization quenching"). For a given scintillator, the Birks’ constant in-
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creases with the mass of the ionizing radiation. The energy loss per unit length in a

material, dE/dx is given by the Beta-Bloch formula [39]:

2 4 2
dE ze ( NA)lo 2mef 5.2)

= 74 _ ctelr
dx 8mesmev?\ A 8 Epmin(1-2)

where z is the charge of the particle, e and m, are the charge and mass of the electron,
v the speed of the particle, A and Z the atomic number and mass number of the ma-
terial, N4 Avogadro’s number, E,;,;;, the scintillator ionization potential, and = v/c.
Although light yield is generally defined in units of photons per energy, experiments
like SNO+ often quote an analogous value which is the number of PMT hits per unit
energy.

Non-radiative processes like vibrational relaxation produce a Stokes shift between
absorption and emission spectra. That is, scintillators emit light at longer wavelengths
than they absorb. For organic scintillators, these spectra aren’t perfectly separated.
This means that LAB reabsorbs a large portion of the light that it emits. The 7-electrons
excited by reabsorption then relax non-radiatively, decreasing the light yield. An addi-
tional fluor can recover this reabsorbed light by first absorbing either the energy from
the non-radiative de-excitation, or some of the light from the radiative de-excitation.
The fluor’s m-electrons then de-excite radiatively, emitting light outside the absorption
range of the solvent scintillator. An ideal fluor absorbs within the primary scintillator’s

emission spectrum, and it emits within the quantum efficiency range of the PMTs.

5.2 SNO+ Liquid Scintillator

The liquid scintillators chosen for neutrino experiments consist of solute-type fluors
dissolved in a primary solvent scintillator. The Borexino and KamLAND experiments
pioneered the use of liquid scintillator, each using 1,2,4-Trimethylbenzene as a solvent

[52, 53]. Although successfully deployed for long-term data-taking, this material is ex-
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Figure 5-2: Primary components of the SNO+ liquid scintillator.

tremely volatile and toxic, and it requires careful and specialized handling to protect
and the environment and lab personnel [54]. For this reason, the SNO+ collaboration
explored alternative organic scintillators.

The clear winner, for several reasons, was LAB, a C;y —Cj» alkane containing a ben-
zene group which is illustrated in Figure 5-2. This material is compatible with acrylic
and has a high light yield (~600 PMT hits/MeV), along attenuation length (29.9+2.0m),
and a density (0.8 g/cm?) close to that of water, making it the brightest, most trans-
parent, and least buoyant of the six solvents originally considered [55]. LAB also has
a high flash point (143°C) and is certified for environmental release, making it the
safest scintillator to transport, purify, and deploy underground. Amusingly, LAB’s only
documented danger to humans is choking [56].

The data discussed in this thesis were taken with LAB that contained 2.0 g/L of 2,5-
diphenyloxazole (PPO), a fluor long used in liquid scintillator detectors. PPO has a
wide Stokes shift, and its absorption spectrum overlaps with the emission spectrum
of LAB [55]. Although listed in Figure 5-2, the fluor 1,4-bis(2-methylstyryl)benzene
(bis-MSB) and stabilizer butylated hydroxytoluene (BHT) were not yet added to the
scintillator during the data-taking period analyzed in this thesis. As of July 17th, 2023,
the BHT has been nitrogen-purged, and water-extracted, and deployed in the AV. The
loading of bis-MSB is nearly complete, and it will mitigate light absorption by tellurium

during the 0v B phase of data-taking [55].
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5.3 Linear Alkylbenzene Fill

At a temperature of 12 °C, the AV contains ~ 780 tons of LAB. This volume had to be
transported, stored, and loaded, in 20-ton batches as shown in Figure 5-3. First, tanker
trucks transported the LAB (PETRALAB 500-Q LAB, purchased from CEPSA) to SNO-
LAB’s tanker transfer facility, where a hose drew the scintillator into a 70-ton vessel
(capacities quoted using density of water). From there, six 3-ton railcar tankers trav-
eled back and forth, carrying the scintillator underground. Once there, the railcars
were cleaned by hand, and then rolled into the lab to offload the LAB into one of two
60-ton storage tanks.

Concurrently, the LAB was purified and filled into the AV. During this process, the
AV was constantly full of fluid; ultra-pure water drained from the bottom, as LAB filled
from the top. Made possible by water’s immiscibility with LAB, this technique ensured
minimal contact between the AV and air. From the top of the neck to the bottom of the

AV, the LAB fill lasted from 25 October, 2018 until 9 April, 2021.

5.3.1 Underground Purification Plant

All components of the SNO+ scintillator were synthesized above ground in commer-
cial facilities like CEPSA, which supplied the experiment’s LAB. They also traveled un-
der ambient conditions above ground, before being rolled through a mine. To miti-
gate contamination from this long, multi-step journey, each conveyor underwent pre-
cleaning by citric acid passivation, and where possible, operated under a constant
pressure of 99.999% pure N, gas. During the fill, LAB sat stored in polypropylene-lined
holding tanks, each cleaned with a 1% Alconox and ultra-pure water solution.

These measures prevented degradation of the scintillator en route to the AV, but
didn't remedy any contamination already sustained during synthesis, which took place

under ambient conditions in an environment with much more lenient cleanliness re-
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Figure 5-3: Block diagram of LAB’s journey from the surface of SNOLAB to under-
ground and into the AV.

quirements. To address this vulnerability, the collaboration designed a customized pu-
rification system to further clean and distill the scintillator underground as shown in
Figure 5-4.

The underground purification plant consists of two distillation systems and a re-
circulation mechanism. The primary distillation cleaned the pure LAB in two stages:
fractional distillation and gas stripping. Fractional distillation exploits differences in
boiling points to separate liquids and dense solutes. During a fractional distillation,
LAB enters the middle of a heated distillation column, allowing dense contaminants to
sink, and the LAB to condense at the top. Repeating this process gradually strips dense
contaminants, which collect at the bottom of the column for removal. Fractional dis-
tillation successfully removed metallic radioactive elements (Bi, K, Pb, Po, Ra, U, and
Th), in addition to some non-volatile organic impurities that could have harmed the
scintillator optical transparency.

The second stage of the primary distillation removed contaminants through gas
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Figure 5-4: Block diagram of the SNO+ scintillator purification plant.

stripping, which exploits differences in vapor pressures. During gas stripping, the LAB
enters the top of a column and flows through a porous, high-surface-area material at
a rate of 4,000 kg/hr. At the same time, nitrogen enters from the bottom. The volatile
impurities in the LAB then dissolve in the nitrogen, leaving through the top of the col-
umn by vacuum pump. This technique removed contaminants that have higher vapor
pressures than LAB: Oy, Rn, Ar, and Kr, and water.

Originally, the primary distillation contained three stages, and the LAB was meant
to go through a process called solvent-solvent extraction immediately after distilla-
tion. This technique is similar to gas stripping, in that it forces contaminants from
one medium to dissolve in another medium with higher solubility. When brought into
contact, ionic contaminants in the LAB would have dissolved in water and been carried
away. This step never deployed, as fractional distillation removed a sufficient amount
of U, Th, Ra, K, and Pb on its own. The machinery and column remain in place, ready
to use, if desired during recirculation.

Unfortunately, fractional distillation didn’t just effectively cleanse the LAB of metal-



70

lic and organic impurities. It also thoroughly removed PPO, reducing its concentration
by a factor of 100. This issue warranted the construction of a separate distillation sys-
tem for the PPO. This loop, shown in Figure 5-5, proceeded in three steps: master solu-
tion preparation, water-water extraction, and flash distillation.

The PPO had to reach the AV already dissolved, since it was prone to clumping;
once loaded, clumps could not have been heated, agitated, or easily removed for re-
circulation. To this end, a highly concentrated "master solution" conveyed the PPO
through the secondary distillation system, and then to the loading tank for mixing
and deployment. The master solution contained 400 L of distilled LAB and PPO at a
concentration of 80 g/L. The master solution underwent several rounds of water-water
extraction, losing 2.64% of its PPO. After this, the master solution underwent flash dis-
tillation, followed by in-line mixing with fractional-distilled LAB and several rounds
more of water extraction and gas stripping.

Loading the powdered PPO into the secondary distillation system required some
manual intervention. Dry and poorly mixed PPO is prone to clumping, and the line
connecting the master solution to the rest of the purification system required regular
unclogging. This extra layer of maintenance reduced the flow rate of master solution
relative to the LAB fill. Because of this, the LAB needed ‘topping off’ with the master
solution to reach the desired concentration of PPO. Moreover, the LAB had retained
water that leached from the AV. To address these issues, the bulk scintillator was recir-
culated through the purification system, undergoing only gas stripping and addition
of the PPO master solution. By the end of this recirculation, the AV had a humidity
less than 5 ppm (parts-per-million) and a PPO concentration of 2.2 g/L. Although this

process finished in April 2022, the scintillator can still be recirculated as needed.
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Figure 5-5: Block diagram of the secondary distillation loop used to purify the pow-
dered PPO.

5.3.2 Ex-Situ Measurements

Scintillator deployment started with the LAB fill, concurrent with the ultra-pure water
drain. This was followed by the addition of PPO. During each of these phases, samples
of the scintillator cocktail were removed from the AV for external measurements of light
yield, density, and absorption.

The emission spectra were measured with a Photon Technology International (PTT)
QuantaMaster fluorescence spectrometer, with a 10-mCi 1251 excitation source. Light
yield, calculated by integrating the spectrum from 350 — 425 nm (the quantum effi-
ciency of the PMTs), was measured relative to that of a standard sample with 2 g/L
PPO.

During the PPO top-off, samples were drawn from the AV at different times, and
thus, different concentrations. The light yield measurements of these samples showed
good agreement with 14 externally prepared standard samples, as well as with exter-
nally published values as shown in Figure 5-6. A fit of a double exponential to these
data produced a relative light yield of 11,808 + 630 photons/MeV. These measurements
indicate that the scintillator plant achieved a 780-ton bulk scintillator with mixing and

light yield comparable to that of reproducible, tightly-controlled, bench-top samples.
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Figure 5-6: Relative light yield to a standard sample of LAB with 2.0 g/L PPO) versus
concentration for externally prepared samples (red), scintillator drawn from the AV
(gold), and values published in [57]. Figure adapted from Reference [58].

In addition, an Anton Paar DMA 25 Portable Density and Concentration Meter as-
sessed the quality of the scintillator throughout the scintillator fill. Calibrated to 20 °C-
ultra-pure water, the device measured the density of the scintillator at several tem-
peratures. At a constant pressure of 0.12MPa, samples were either cooled in a fridge,
and measured as they warmed, or heated and measured as they cooled. The data are
shown to be in agreement with measurements from Daya Bay [59]. A linear fit of den-
sity as a function of temperature showed good agreement with externally published
measurements, again indicating the thorough mixing and reproducibility as shown in
Figure 5-7.

Finally, two separate campaigns measured the scintillator’s absorption. One cam-
paign was carried out on a Thermo Scientific Orion AquaMate 8000 UV-Vis spectropho-
tometer, and on a PerkinElmer Lambda 800 spectrometer. These measurements com-

pared the absorption of the SNO+ scintillator to the LAB originally delivered by CEPSA
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Figure 5-7: A plot of the scintillator’s temperature-dependent density adapted from
Reference [55]. The blue and pink bands indicate the errors on the respective density
measurements listed in the legend.

and showed the expected decrease in self-absorption after the addition of PPO.

The second campaign assessed an incidentally discovered increase in absorption
for certain wavelengths. Additional tests identified the absorbing contaminant as p-
benzoquinone, which has an absorption peak too subdominant to that of PPO to be
detected. This contaminant results from oxygen contamination and subsequent heat-
ing. Insufficient nitrogen purging, along with an unmitigated leak in one of the purifi-
cation columns, caused oxygen to build up in the scintillator. The oxygenated scintilla-
tor then passed through the heated distillation columns in the course of recirculation.
Increased nitrogen purging remedied these issues, and attenuation lengths at wave-
lengths over 420 nm were found to be roughly 20 m which are well in excess of the AV

diameter of 12 m.
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5.4 Tellurium-loaded Scintillator

As discussed previously in Chapter 3, the ideal double-beta decay isotope has a low
half-life, a high endpoint, and a high natural abundance. These requirements ensure
the experiment sees as many decays, in as low a background region, and for the cheap-
est cost possible. As shown in Table 3.1, real double-beta decay isotopes have many
trade-offs.

Beyond these requirements, the final isotope-loaded scintillator must have a high
light yield of at least several hundred PMT hits/MeV, and introduce minimal optical
defects, such as increased scattering or absorption lines within the PMT quantum ef-
ficiency. The scintillator must be radiopure with less than @(10~1°) grams of 238U and
232Th per gram of scintillator (commonly referred to as the unit ‘g/g’). It must also
be economical, and safely deployed and stored underground. Finally, the scintillator
should retain all of these qualities for at least five years or longer, without any notice-

able degradation to the AV.

5.4.1 Chemical Properties and Synthesis

The double-beta decay isotope of choice in SNO+ is 3°Te. It has a 2v3-decay half-
life of T12/V2 = 0.771f8:8§1 x 102! years, a natural abundance of 34.08%, and an endpoint
of 2.527 MeV. Tellurium metal is only soluble in some thiols, strong acids, and strong
bases. This section covers the novel synthesis of an LAB-soluble tellurium compound.

Although tellurium is available in a pure metallic form, it is more commonly pro-
duced (and thus more economical) as a compound. The synthesis described here was
adapted for orthotelluric acid (TA). Although this TA is also not soluble in LAB, it is
soluble in water, and could thus be suspended in a surfactant. Linear alkylbenzene

sulfonate (LAS) happens to be a readily available surfactant, commonly used in de-

tergents. Although LAS stably suspends aqueous TA in LAB (by Calimulse proprietary
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sulfonation process), this method was abandoned as LAS cannot be easily distilled.

Luckily, glycols can also stably suspend TA in LAB, and are also commonly avail-
able for their use in cosmetics. The glycol 1,2-butanediol (BD) was chosen for its low
molecular weight, sterile production, and ease of distilling. These qualities allow high
tellurium loading, minimal contamination by living organisms (which introduce the
well-known *C background), and high radiopurity.

The reaction of TA with BD proceeds in aqueous solution, and is simple to perform.
First, powdered TA is dissolved in water and mixed with BD, forming a TeBD precursor.
A diagram for this process is depicted in Figure 5-8. This compound consists of TA with
BD bonds ("ligands") on all of the square-planar oxygen atoms. These organic ligands
increase the solubility of TA in LAB. This reaction also produces water as a byproduct, a
problem, since water promotes the backward reaction and is immiscible with LAB. To
circumvent this issue, the aqueous solution is sparged with nitrogen, and the reaction
is allowed to proceed at 70—80 °C until the water evaporates. As a bonus, this procedure
promotes the formation of Te-Te complexes terminated with more BD ligands than the
precursor which is depicted in Figure 5-9. The result is a mixture of Te complexes, all
soluble in LAB.

The presence of even 300 ppm of water causes TeBD to hydrolize back to TeA and
BD. This should be avoided at all costs since the TeA then immediately crashes out

of solution. Since the scintillator was loaded as the water was drained, there is a risk

OH OH
OH, | (OH OH 0, | O

‘Te. + 2 OH ‘Te. + 4 H,O
oHY | YoH A o¥ | Yo

OH OH

Figure 5-8: Diagram of the reaction of TA with BD which occurs in aqueous solution,
forming TeBD, a tellurium complex soluable in LAB.
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Figure 5-9: Diagram showing alternative TeBD complexes formed due to the presence
of more BD ligands than the precursor TeBD.

that trace water in the walls of the AV can leach into the scintillator and damage the
tellurium complexes. At the suggestion of Brookhaven National Laboratory (BNL), a
long-chain amine will be added to the tellurium cocktail as a stabilizer. Although orig-
inally motivated by BNLs successful use of octylamine in a similar system, the cho-
sen amine is N,N-Dimethyldodecylamine (DDA). This amine is much less toxic than
octylamine and has a much higher flash point, making it safe for use underground.
Moreover, its long chain makes it miscible with LAB. Of the seven amines investigated,
only three stabilized the TeBD for longer than two months, and DDA had the highest
flash point. A list of the amines that were investigated for use a stabilizers are shown in

Table 5.1.

5.4.2 Bulk Tellurium Loading and Deployment

At the bench-top scale, the Te-loaded scintillating cocktail has been optimized for opti-
cal clarity, stability, and light yield. The bench-top synthesis of TeBD is easily scalable,
and proceeds in the same way for bulk quantities. In a hot synthesis, aqueous TeA
(30 — 50%w/w) will be added to BD in a 1:3 molar ratio. Heating and sparging with
nitrogen drives the reaction by removing water. After achieving less than 1,000 ppm
of water, the reaction yields mostly complexes with two tellurium centers, collectively

called ‘“TeBD-TI'. Following this procedure, DDA is subsequently added.
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Amine Stable for > 2 Months | Max. humidity
before crashing
(ppm)
Octylamine (OA) no -
1-Ethylhexylamine (EHA) no -
N,N-Dimethyldecylamine (DMDA) yes > 78000
N,N-Dimethyldodecylamine (DDA) yes > 78000
Tetradecylamine (TDA) No -
Hexadecylamine (HDA) Yes 900
Dimethyltetradecylamine (DMTDA) No -

Table 5.1: List of amines investigated for the purpose of increasing stability of
tellurium-loaded scintillator. Stability (second column) was assessed visually, while
maximum humidity was calculated by titrating the cocktail with distilled water.

Loading can also proceed by a cold synthesis, whereby a single mixture of DDA,
TeA, and BD is created in a 0.5:1:2 molar ratio. This reaction doesn’t proceed in the
aqueous phase and yields single-Te monomers dubbed ‘TeBD-II'. These contain two
bidentate BD ligands, and, if thoroughly sparged with nitrogen, are soluble in LAB.

Deployment will proceed in two steps: TA purification and TeBD synthesis, out-
lined in Figure 5-10. As of this writing, purification and synthesis plants are constructed
and underground, awaiting final commissioning. The TA arrived at SNOLAB from AB-
SCO Ltd. in 2015. It remains underground today, allowing the decay of cosmogenic
contaminants it incurred while above ground. The remainder of these will be removed
in the TA purification plant, where the inherent U and Th contamination will need to
be reduced by a factor of 102 to reach an acceptable level.

Similar to LAB purification, the TA purification will proceed in batches. A concen-
tration of 0.5% (by mass) of tellurium requires 52 batches, each 200 kg. During purifi-
cation, the amorphous solid TA will be dissolved in hot ultra-pure water and filtered

to remove particulates. The dissolved TA will then be purified with two rounds of acid
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recrystallization, followed by one round of thermal recrystallization. The principle of
operation is the same for each method; a solute is made to precipitate out of solution
(either by the addition of a strong acid or by cooling), and the impurity-containing
supernatant is removed by vacuum filtration. Other work has shown that one round
of nitric acid recrystallization can reduce radio-impurities and cosmogenic contami-
nants by a factor of 0 (10%2 — 103), at the expense of only losing €'(1)% tellurium [60].
The final thermal recrystallization will cleanse the TA of any residual nitric acid. Sepa-
rate from the TA purification, the BD purification will proceed in the main scintillator
distillation column.

Following purification, the TeA and BD will be sent to the TeBD synthesis plant,
where the reaction (shown in Figure 5-8) will proceed by both the hot and cold meth-
ods. Aqueous TA will flow to the plant and and react with BD in a flash chamber, which
will remove the water (hot method). Previously distilled on the surface, DDA will be
added directly to the plant (cold method), yielding TeBD diluted with LAB to a 1:1 ra-
tio by mass. The TeBD will then go to the scintillator processing plant, where it will
undergo further dilution and in-line mixing before deployment in the AV.

Every precaution has been taken to ensure material compatibility with nitric acid.
To prevent leaching of metals into the scintillator, all vulnerable components in the
purification and synthesis plants are made of polypropylene, teflon, or PFA. Other
components were pre-leached with nitric acid and rinsed with ultrapure water. Pre-
liminary tests demonstrate the tellurium processing plant’s capability of achieving less
than 1x 10713 g/g U, 5x 107 g/g Th, and 7.5 x 107'3 Bq/kg %°Co, all acceptable levels

for the OvBp decay search in SNO+.
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Figure 5-10: Block diagram showing the journey of TA, BD, and DDA to the AV. Aqueous
TA will react with BD from the main scintillator purification plant. DDA, purified above
ground, will be added directly to the sparged mixture (cold method). The resulting
solution will be mixed with LAB in the main loop and deployed in the AV.

5.5 Quality Assurance and Analysis

A complex system like the underground scintillator purification plant is naturally vul-
nerable to small, easy-to-miss imperfections during construction and commissioning.
One example are microscopic air leaks that could introduce oxygen and radon, which
can be a danger to the scintillator quality or introduce backgrounds to the 0v 5 search.

Oxygen reacts with LAB to form 1,4-benzoquinone, a compound that has absorp-
tion peaks within the quantum efficiency of the PMTs, as well as at wavelengths ex-
ceeding 500 nm. This absorption profile causes a kind of ‘yellowing’ of the scintilla-
tor, degrading its light yield and attenuation length. UV-vis measurements of oxygen-
exposed LAB show minimal to no yellowing of samples stored at room temperature for
many years. These periodic tests confirm that the reaction is slow at room temper-

ature. Literature shows, however, that it is significantly accelerated through heating
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[61], which happens during distillation. A microscopic air leak in the purification plant
could cause the LAB to oxidize faster than it can be distilled.

To combat this, samples were taken from the scintillator during commissioning of
the purification plant. Within a turnaround time of 10 minutes, scintillator undergoing
purification could be drawn, and its absorption measured in a Thermo Scientific Orion
AquaMate 8000 UV-Vis spectrophotometer. Periodically, these spectra were compared
to 1) a perfect, bench-top distilled sample of LAB and 2) a paper-filtered sample of
the fresh CEPSA delivery. The spectra for the drawn samples were checked against
the perfect standard for anomolous peaks -especially at 368 nm and 389 nm, where
1,4-benzoquinone absorbs. The samples were also checked against the filtered CEPSA
sample to gauge the effectiveness of the distillation. In one illustrative instance, two
samples drawn 20 minutes apart showed growing peaks at 368 nm and 389 nm, indi-
cating an oxygen leak. This lead to the discovery of a loose valve.

Two additional measurements were performed on samples periodically taken prior
to filling: turbidity (on a Hach TL2310 LED Turbidimeter) and density (on an Anton
Paar GmbH DMA 35 Portable Density and Concentration Meter). These measurements
helped examine the scintillator for any dissolved contaminants not visible through UV-
vis measurements.

Prior to each of these three measurements, a glass jar with a PTFE-lined cap first
went through ultrasonic cleaning and was rinsed with methanol. A sample was then
drawn through one of several methanol-cleansed ports, and the jar cap wrapped in
several layers of teflon tape. All samples were placed in pre-cleaned bags for storage.
All samples were then taken for QA analysis.

Samples were taken for QA analysis at each major stage of processing: arrival from
CEPSA, storage, distillation, and deployment. After being primed with LAB, three con-
secutive QA analyses were performed for samples in closed-loop circulation. When

the scintillator quality and quality improvement throughout the circulation were con-
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firmed, a final QA analysis was performed before deployment in the AV. In this process,
errors found at any point during closed-loop recirculation could be corrected (minutes
to months, depending on the complexity of the failure) prior to filling.

QA analyses were also performed on the PPO in both the mixed and master solu-
tions, with a few adaptations to accommodate the high concentration of PPO. First,
the UV-vis spectra were standard-subtracted (using a perfect LAB sample) before be-
ing examined for anomalous absorption peaks. The concentration was too high to be
measured in a similar fashion to LAB. Instead, it was determined by first preparing 20
samples with PPO concentrations from 0.5 — 6.0 g/L. A conversion from absorption to
concentration was calculated by performing a third-degree polynomial fit to the 350-
nm absorption versus concentration curve. Although this method reproduced the cor-
rect concentrations of additional prepared samples, it didn't extrapolate to the higher
concentration of the master solution. Instead, to determine the concentration of the
master solution, this fit method was carried out on 50:1 ratio dilutions.

Similarly to the LAB, the PPO was subject to these QA tests at each stage of addition:
just prior to introduction, just after mixing, after each water extraction, just prior to
distillation, and just prior to in-line mixing. Any solution batches that failed QA testing
could either be thrown out or fully reprocessed in a new batch.

The Scintillator Counter Of Uranium and Thorium (SCOUT) was designed, shown
in Figure 5-11, to check that the addition of PPO was improving the light yield of the
scintillator. This small system contained an acrylic cylinder, into which master solu-
tion could be drawn. This was sandwiched between an array of four 3-inch PMTs and
a 3.6 MBq %°Co source, all encased by copper and lead shielding. The total charge on
the PMTs after ten minutes was compared to that of an undistilled LAB sample. This
measurement was taken for each batch of PPO, and at each juncture showed improved

optical qualities relative to the undistilled LAB standard.
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Figure 5-11: Rendering of SCOUT, showing the PMTs and scintillator volume encased
in copper and lead shielding. Figure adapted from Reference [58].

5.5.1 Thousand Standard Test

As a followup to demonstrating the stabilizing effects of DDA, a study was conducted
to find the optimal synthesis conditions and molar ratios needed to develop a stable
cocktail. The Thousand Standard Test (TST) operated for 73 months and systemat-
ically tracked the quality of tellurium-loaded scintillator samples created from 150
TeBD synthesis variations. Each method differed in material suppliers, humidity ex-
posure, LAB preparation, synthesis duration, and BD:Te ratio.

Each sample was strictly handled and prepared by diluting with LAB in a 0.5% ra-
tio, under an oxygen-free, nitrogen-sparged environment. The dilutions were carried
out with 30 mL of LAB that had been sparged with nitrogen for 15 minutes and filtered
through a 0.2 um filter. At least four samples per synthesis method were prepared,
and all underwent visual monitoring for TeBD stability. Many more were subjected to
extreme conditions. For example, a total of 88 samples were exposed to 6 hours of hu-

midity and 240 samples were exposed to an oxygen-rich environment. All of the 1,136



83

samples were examined for signs of precipitation and degradation. The set of samples
used in the stress test showed no precipitation with the presence of DDA, indicating the
robustness of the stabilized cocktail. Additional measurements of light yield showed
optimal BD:Te and DDA:Te molar ratios of (~ 2.5—-3.0) and (~ 0.25—0.75), respectively.

The final composition of the 0.5% tellurium-loaded scintillator is listed in Table 5.2.

5.5.2 Light Yield Monitoring of Tellurium-loaded Scintillator

Bench-top and small bulk studies have shown a 40% reduction in light yield after the
addition of TeBD. This fluorescence quenching could have several causes. For exam-
ple, in the presence of heavy atoms like tellurium, 7-electrons preferentially excite to
triplet states, which don’t annihilate as frequently in the Te-doped cocktail, and oth-
erwise decay non-radiatively. Moreover, the tellurium complexes are electronegative,
due to the presence of several Te-O bonds. Electronegative species can partially local-
ize m-electrons, inhibiting fluorescence.

Bench-top measurements of light yield were performed at Oxford University and
The University of Pennsylvania, each producing similar results. The setup at Oxford

used a Y°Sr source, which aimed f particles at a 1-cm (outer diameter) cylindrical cu-

Component Concentration
LAB -
PPO 2.2g/L
bis-MSB 3.5mg/L
BHT 5.4 mg/L
TeBD 0.5% by mass
DDA 0.25:1 molar ratio to Te

Table 5.2: Composition of the 0.5% tellurium-loaded SNO+ scintillator.
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vette filled with 3 g of tellurium-loaded scintillator. A Hamamatsu H11432 PMT facing
the cuvette was exposed for 5 minutes at a time, and its charge was accumulated and
output by a multi-channel analyzer [43]. The light yield, reported in arbitrary analog-
to-digital converter (ADC) units, was defined as the last 40 counts in each charge spec-
trum. This definition captures the maximum energy deposited in the scintillator. This
metric is robust against changes in the shape of the charge spectra due to the f parti-
cles’ variability in energy and path length, or to sample heterogeneity.

A study was also designed to measure the stability of tellurium-doped scintillator
in bulk. The Long Term Test Tank, dubbed LT3, consisted of a cylindrical vessel, filled
with 100 L of nitrogen-sparged, Te-doped liquid scintillator. The experimental setup
is shown in Figure 5-12. The LT3 tank was fitted with a stand on top to hold three
down-ward facing Hamamatsu PMTs, each connected to a CAEN multi-channel digi-

tizer. This system triggered on cosmic muons, detected by two Cosmic Watch muon

Charge sensitive
preamp
Charge sensitive
preamp
Charge sensitive
preamp

CAEN DT5725

(a) (b) (c)

Figure 5-12: The setup of the long term test tank (LT3). a) Schematic of LT3, showing
the Cosmic Watch triggers and three PMTs, all coupled to the scintillator-filled acrylic
vessel. b) and c) side and top views of LT3, wrapped with a black plastic film, which
serves as a dark box.



85

PMT 1 PMT 2 PMT 3
T T

T T T T T T T T T
wmm LAB+PPO+bis-MSB wmm LAB+PPO+bis-MSB = L AB+PPO-+bis-MSB
DA

— — —
200F = +1/2 TeBD 1 200F = +1/2 TeBD 7 200 = +1/2 TeBD
= +Full TeBD == +Full TeBD = +Full TeBD

150

(@)
100
50p
0 1000 2000 3000 4000 % 1000 2000 3000 4000 1000 2000
ADC counts ADC counts ADC counts
1600 —
= 1400
— fm W
8 1200 —*%xﬁ}*f = S e AT
&) %\«/ R \—’__.\WMWW——H e sat e ettt e (b)
[a] 1000 ] ——PMT 1
< g —— PMT 2
800 [~ —— PMT 3
- —— visual check
600 — [ PN Y S S N I O Tt S B S N S SN S B
0 50 100 150 200 250 300 350
Days

Figure 5-13: a) The light yield measured in LT3, using cosmic muons. Each distribution
shows the data taken for each PMT. Light yield was measured for: plain (LAB, PPO, and
bis-MSB) scintillator (black), after DDA addition (red), after half-Te loading (green),
and after full-Te loading (blue). b) Plot of ADC count over time for each PMT under
stable conditions, showing stable light yield for nearly a year (until decommissioning).

counters [62]. These counters were stacked on the center of the top face of LT3. Coin-
cidences between the two watches and the three PMTs selected a sample of centrally
located, downward-going muons. Charge on each PMT was collected in 2-3 day expo-
sures, and light yield was defined as the peak of a gaussian fit to the ADC spectrum.
This measurement was repeated at each stage of loading the DDA and TeBD, and the
results are shown at the top of Figure 5-13. After full loading of 0.5% tellurium, the light
yield decreased by 43.8 + 3.0%.

Given the negative effect of TeBD on the light yield, observing an improvement
could be an early indicator of TeBD crash or phase separation. As discussed, both ef-
fects happen in the presence of water. To demonstrate light yield as a useful monitor-
ing tool, the Oxford group prepared 1% Te samples with DDA:Te ratios of 0, 0.25 and

0.5. The samples were then continuously exposed to humidity for 100 days. The light
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yield of the samples containing DDA modestly increased only ~ 10% over the course of
the entire study. The light yield of the samples containing no DDA sharply increased
~ 40% within the first 20 days, as its tellurium either precipitated or phase separated
out of solution. The light yield in LT3 was also monitored over a year. Under stable
temperature, nitrogen sparging, and PMT placement, the light yield remained stable
shown in at the bottom of Figure 5-13. We note that the observed shift in relative ADC
count for all three PMTs on LT3 after about 40 days was due to a brief removal and re-
attachment of the PMTs on top of the acrylic tank, thereby changing the relative light
collection efficiency of each PMT. This was the only time the PMTs were changed dur-
ing operation of LT3. The ADC counts after this change show consistent outputs over
measurement time. Periodic visual checks corroborated the findings above. Bench-
top samples prepared with 0.5 DDA:Te molar fraction showed no precipitation after
three years. Examinations of LT3 also did not show tellurium precipitation or adverse

effects.
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Chapter 6

Simulation and Reconstruction

Searches for extremely rare events like Ov3 decay require a precise accounting of
backgrounds, and in turn, an accurate prediction of each event’s energy and location
inside the detector. From the predicted light yield of the tellurium-doped scintilla-
tor, and the Poisson fluctuations in the number of collected photoelectrons, the best
achievable energy resolution at Qgp is 2.9%. The task of energy reconstruction is to get
as close to this limit (the "Poisson limit") as possible. Detailed simulations of differ-
ent events in the detector guide the development of reconstruction algorithms, which

recover physics information from raw data.

6.1 Simulation

Physics analyses require detailed Monte Carlo (MC) simulations of all backgrounds in
SNO+. These are handled by the Reactor Analysis Tool (RAT) software package [63],
which contains bespoke event generators, as well as a detailed model of the entire
SNO+ detector: its geometry, the PMTs, triggering electronics, detector component
materials , and scintillator. The RAT framework was written in C++ with heavy reliance
on the Geant4 [64] and GLG4sim [65] software packages. RAT also uses a database
of detector and environment conditions during one-hour-long periods of data taking
(‘runs’), such as the number of PMTs turned on, downtime for on-deck maintenance
work, mining operations (‘blasts’), and occasional voltage breakdowns.

When RAT generates an event, such as solar neutrino scattering or a radioactive
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decay, Geant4 simulates all material interactions and GLG4sim handles the photon
production and propagation through the detector. If a photon successfully hits a PMT
photocathode, RAT simulates photoelectron creation, using the angle of photon inci-
dence, wavelength, and individual PMT status. It then simulates the triggering system,
and saves the event’s information. This information consists of whether or not the
event triggered the detector, and the PMT hit times and charge, which are converted
by reconstruction algorithms to energy, position, and time. As with data, all of this
information is stored in custom ROOT [66] files. In addition, these ROOT files also

contain the true time, position, and energy of the generated event.

6.2 Reconstruction

The SNO+ detector reads out the PMTs that were hit and how much charge they pro-
duced. Reconstruction algorithms convert these observables to physics information
like vertex position, time, energy. All of these values are critical to determining the
type of event and the species involved. Event reconstruction is based on a Cartesian
coordinate system centered at the origin of the PSUP. In this system, the xy-plane lies
horizontally, and the positive z-axis extends upward through the neck of the detector.
Given the detectors largely spherical geometry, the radial distance from the origin is
frequently used as well. In some cases, the polar angle 8, defined relative to the z-axis,
is also used, particularly when spherical symmetry is advantageous or when its impor-
tant to account for the asymmetry introduced by the neck along the z-direction.

The SNO+ collaboration developed a suite of reconstruction algorithms within RAT,
known as ScintFitter, to determine the energy, position, and time of events in scintil-
lator. Because scintillator light is emitted isotropically, the signals are generally not
sensitive to the original particles direction. All events are reconstructed assuming an

electron, which generally does not affect the position but can influence the inferred en-
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ergy. As such, the reconstructed energy is reported as the equivalent electron energy.

The main reconstruction components of the ScintFitter are summarized below.

6.2.1 Vertex and Time Reconstruction

Several things happen during an event: a particle deposits its energy, this energy trans-
fers to and excites the z-electrons of the scintillator, the m-electrons relax and emit
light, this light propagates to some of the PMTs, and the SNO+ electronics register the
hits. The correct reconstruction of an event’s position and time requires the correct
modeling of each of these processes, captured by a PMT-level quantity called the time

residual:
t=tpmr—7— Ir (6.1)

where fppr is the time the PMT was hit, ¢ is the reconstructed time the event occurred,
and 7 is the time it took for the light to propagate from the reconstructed vertex to the
PMT (time-of-flight). Written this way, one can see that the time residual T, captures
everything else that happens to the emitted light from its production and attenuation.
For a perfect reconstruction of ¢ and accurate value of 7, the time residual ex-
actly matches the timing profile of the scintillator, which is known from measurements
taken inside and outside of the detector. So, reconstruction of event time and position
proceeds through a log likelihood fit of the PMTs’ time residuals to the scintillator tim-
ing profile, according to the following:
N .
log# =) logP(T}) (6.2)
i=0
where P is the probability of the ith PMT having a time residual Tr. The probabil-
ity is taken from a time residual probability density function (PDF) stored in the RAT
database, which combines the scintillator timing profile with detector effects. It is gen-

erated from Monte Carlo simulations using the true event position and time. This fit is
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referred to as the PositionTimeLikelihood [67], which floats the reconstructed position
(contained in the time-of-flight 7) and reconstructed time ¢ to produce the maximum
likelihood Z.

We use simulations of electrons in SNO+ scintillator to quantify the performance of
the vertex reconstruction. For each simulation, the differences between the electrons’
true and reconstructed positions follow a Gaussian distribution with some mean and
width, which we will call the ‘bias’ and ‘resolution’, respectively. Each of the points in
the plots shown in Figure 6-1 represents a Gaussian fit to the distribution obtained from
{X, ¥, Z}reconstructed — 1%, ¥, ZHruth Of 10% electrons, with energy 2.0 MeV, in a radial shell of
width 550.0 mm. A Gaussian fit to each distribution has a mean and width equal to the
bias and resolution. The vertex resolution is observed to be within 9 — 12 cm, tending
toward lower values as one moves away from the center of the detector.

The energy dependence of the vertex resolution is shown in Figure 6-2. Similarly,
each point represents a distribution of {X, ¥, Z}reconstructed — 1%, ¥ Z}truth Obtained for 10*
electrons of a given energy, uniformly distributed within 5,500.0 mm of the AV center.

A Gaussian fit to each distribution has a mean and width equal to the bias and resolu-
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Figure 6-1: The radial dependence of vertex a) resolution and b) bias. The horizontal
error bars span the thickness of the shell, and the vertical error bars are the errors on
each Gaussian fit.
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Figure 6-2: The energy dependence of vertex a) resolution and b) bias. The vertical
error bars are the errors on each Gaussian fit.

tion. The vertex resolution in each coordinate is finest at energy ~ 3.0 MeV and radial
position ~ 5500.0 mm. This is expected, because the vertex reconstruction algorithm
was developed for 2.5 MeV electrons (close to the Qgg for 130Te), Across all energies
and throughout the detector, the vertex bias is within resolution and is not considered

to be problematic for the analysis in this thesis.

6.3 Energy Reconstruction

The software class responsible for energy reconstruction in SNO+ is referred to as the
EnergyRThetaFunctional within ScintFitter and is outlined in Reference [68]. The num-
ber of scintillation photons produced in an event is proportional to the amount of en-
ergy deposited in the scintillator. At low energies, most hit PMTs are hit only once, and
the number of scintillation photons is easily inferred. At high enough energies, the
scintillator will produce enough photons to hit a PMT multiple times. Unfortunately,
the SNO+ electronics cannot register more than one hit per PMT, nor can the PMTs’
charge resolution distinguish between single and multiple photoelectrons. As a result,

the number of scintillation photons becomes lost information at high energy, and the
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relationship between energy and integrated PMT charge becomes nonlinear.

A multi-hit correction method, developed in Reference [69] and applied within En-
ergyRThetaFunctional, recovers the linear conversion between number of photoelec-
trons and the number of scintillation photons at high energy. In lieu of registering
multiple hits on each PMT, this approach groups the PMTs into segments with roughly
the same hit probability, and calculates the average number of photoelectrons in each
ensemble.

The multi-hit correction method firstly assumes that the probability of each PMT
registering a hit follows a Poisson distribution centered at some expected number of
photoelectrons, u. Additionaly, we assume that the PMTs in a given ensemble have
the same u. Putting these assumptions together, the expected number of hits in an

ensemble is:

_ Npmt ;
Nhis= ) (1-e™") = Npmr(1-e™) 6.3)
i=0
where Npyr is the number of PMTs in the ensemble, ui is the expected number of
photoelectrons on a given PMT, and we have assumed that u’ = u for each PMT. Solving

for u gives the expected number of photoelectrons p for a particular ensemble, which

can be written as:

U= —log(l— N (6.4)

We can then approximate the total number of photoelectrons in an event by adding u

for each ith ensemble. This results in a quantity H that scales linearly with energy:

s N/,
H=-3) Npyqlog|1-—*= (6.5)
i=1 PMT
where N/, /N} . is the fraction of PMTs hit in the ith of S ensembles. The last piece

of successful energy reconstruction is a correction to H for the positions of events that
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occur off-center. Nll;its depends on the path lengths of the photons, which can undergo
scattering and absorption. Moreover, hits close to the AV can totally internally reflect,
or occur close to the north pole of the detector, where the photo-coverage is the small-
est. Both of these effects can reduce the expected number of photoelectrons. These
effects are modeled, and an empirical function of § and r (parameters that are vali-
dated with calibration) relates the off-center correction to the equivalent correction at
the center.

We assess the performance of the energy reconstruction by a method similar to the
one used for vertex reconstruction. The distribution of (Equth — Ereconstructed) ! Etruth for
10* simulated electrons follows a Gaussian with mean and width equal to the bias and
resolution, respectively. Figure 6-3 shows this calculation performed for simulations
of 2.0 MeV electrons in 10 radial shells of thickness 550.0 mm, and Figure 6-4 for elec-
trons of varying energy within 5,500.0 mm of the center of the AV. Across all spacial
distributions and energies, the fractional bias is smaller than the fractional resolution.

Currently, the ratio of hit PMTs to electron energy is roughly 300/1.0 MeV, giving

a Poisson limit on the resolution of 1/+/Npjts = 1/\/3.0 MeV x 300 MeV~! = 3.3% at
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Figure 6-3: The radial dependence of energy a) resolution and b) bias. The horizontal
error bars span the thickness of the shell, and the vertical error bars are the errors on
each Gaussian fit.
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Figure 6-4: The energy dependence of energy a) resolution and b) bias. The vertical
error bars are the errors on each Gaussian fit.

3.0MeV, and 4.1% at 2.0 MeV. Figure 6-4a shows resolutions 3.4% and 4.1% at these
energies, indicating that reconstruction performs almost as well as is achievable over

an energy range containing the ROIL.

6.4 Classifiers

PMT-level information does not only provide the information needed for energy, time,
and position reconstruction. It also enables particle classification by event type that
leave unique hit patterns or occur with a signature timing profile, such as a set of coin-

cident decays.

6.4.1 « — p Classifier

There are certain classes of correlated radioactive events that occur within very short
time intervals of each other, at or near the same location inside the detector. Many
such events come from two backgrounds known as ?!Bi - 2!4Po and 2!2Bi — 2!?Po de-
cays. The origin of these radioisotopes in SNO+ is discussed in more detail in Chap-
ter 7. To briefly summarize, -decays of ?'?Bi and ?!“Bi are immediately followed

by the a-decays of 2?Po (Tj/» = 0.299 us) and ?'“Po (Tj,» = 164.3 us), respectively.
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Figure 6-5: Distributions of the !?(a — ) classifier for the 0v 5 signal and ?!2Bi—2'2Po
background. The vertical line represents a cut at 90% signal efficiency, below which
99% of 212Bi —212 Po events are rejected.

Since the half-life of 214Po is much longer than the trigger window (400 ns), over 99%
of 21Bi - 214Po decays can be rejected through coincidence tagging of the prompt
quickly followed by the delayed a. However, some tiny fraction of the 214Bi —214Po de-
cays, and most of the 21?Bi —12Po decays, happen within the trigger window as ‘pileup’
events.

There are two separate a — f§ classifiers, one for each of the in-window decays of
212Bj _212pg and ?1*Bi - 2*Po. The PDFs are constructed from simulated time residuals
of 214Bi - 214Po (or 2!2Bi -2!2Po) decays, and for 0v decays. Both classifiers perform
a log likelihood fit of these pdfs to the time residuals of an event in data. The value of

the classifier is likelihood ratio:
log % =1log P(0vBp) —log P(**/12Bj — Po) (6.6)

The results of the 212Bi —212Po classifier performance against the simulated 0v 3 signal
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is shown in Figure 6-5. A cut is chosen on the classifier output such that 90% of the

0v B signal is accepted while rejecting about 99% the 212Bi —212Po background.

6.4.2 In-time ratio (ITR) and 4

The ITR and B4 classifiers were originally developed to identify Cherenkov events in
SNO. Cherenkov light is emitted early and produces anisotropic clusters of light (in
comparison to other optical sources like flashers). The ITR classifier selects events
with a high fraction of early PMT hits, and the ;4 classifier selects events with PMTs
hit within a small angular separation. The ;4 and ITR classifiers have not been revised
for the scintillator phase, but are examples of how particular PMT hit patterns and
time residuals can be used to identify a process. Differences in timing and hit patterns
are more subtle in scintillator than in water, but still resolvable. Instead of Cherenkov
light, the latest event classifiers select low-energy radioactive decays by searching for

deviations from point-like behavior in PMT hit patterns and time residuals.

6.4.3 Multi-site Classifiers in SNO+

A bimodal distribution of time residuals is just one example of a classifiable feature (in
this case, for pileup of a—f decays). The width of a distribution of time residuals is also
telling. This is because the PDFs used to fit position, given by Equation 6.1, are con-
structed from simulated 2.5 MeV electrons that behave as point-like events for which
the fitter constructs only one vertex. Events with multiple energy depositions, such as
the S-decay of 2!4Bi and the ensuing gamma cascade (that undergo multiple Compton
scatters), have broad time residuals, relative to single-site events, such as 0v decay.
One of the recent multi-site classifiers developed for SNO+ exploits the differences in
the shape of the time residuals to discriminate between single-site (signal-like) and
multi-site (background-like) events. The details of this classifier are described in Ref-

erence [43].
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Multi-site events can also display significant spacial anisotropy when they origi-
nate off-center. This topological classifier operates from the following principles: 1)
Y’s that travel in a straight line have the smallest energy depletion and are more likely
to reconstruct in the fiducial volume (FV), and 2) the PMTs closest to the event origin
have the earliest hits. This classifier has been demonstrated in simulation, and is most
successful on external background events that reconstruct inside the FV. Details on the
timing and topological multi-site classifiers can be found in [43].

The three classifiers described in this section each use either PMT timing or PMT
hit patterns to identify an event. They also require the use of reconstructed quanti-
ties (eg. position). A new machine-learning framework called KamNet uses raw PMT

timing and hit patterns simultaneously, and is the focus of Chapter 8.
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Chapter 7

Neutrinoless Double Beta Decay Backgrounds

As detailed earlier, 0vBf decay experiments require extremely low-background detec-
tors. These ultra-low backgrounds are realized with a clever selection of materials
which are extremely radiopure, implementation of both passive shielding and active
veto systems, a location in a very clean underground lab, and application dedicated
data selection criteria. The most important backgrounds for the 0v[ search in SNO+

are detailed here.

7.1 Instrumental Backgrounds and Data Cleaning

The original SNO experiment encountered a class of bright backgrounds injected by its
electronics — for unclear reasons, PMTs produced light that mimicked physics events.
Thought to arise from electronic breakdown and static discharge, these events, called
"flasher events" are an example of an instrumental background. Since SNO+ inher-
its all of its electronics from SNO, these backgrounds are still relevant today and have
many of the same distinguishing features. The removal of instrumental background
events is called "data cleaning", and the criteria used are the "data cleaning cuts". A
full list and description of all data cleaning cuts developed through the ultra-pure wa-
ter phase can be found in References [70] and [71]. Below is a brief description of the
subset of data cleaning cuts used in this analysis and, where applicable, the upgrades

they underwent to accommodate scintillator-phase data.
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e Zero-Zero Cut: Collections of PMT hits that the DAQ doesn’t correctly identify
with an event are called ‘orphans’. These are either wrapped into their own event
or bleed into another event. One producer of orphans is the rollover of global

trigger IDs; the zero-zero cut removes these.
* Junk Cut: This cut removes events in which a PMT errantly contributes two hits.

* Muon Tag: The cosmic muon rate in SNO+ is very low, only ~ 4 muons every
hour. Nevertheless, they can induce spallation on the target material, producing
nuclei with decays close to or in the ROI. The muon tag was originally developed
for the ultra-pure-water phase, and underwent substantial changes for the scin-
tillator phase. One of these is the addition of a set of cuts determined by the RMS
positions and hit times of outward-looking (OWL) PMTs. The updated tag also
requires an increased number of hit PMTs, which accommodates the scintilla-
tor’s relative increase in light yield. Details on these updates, as well as the three-

fold coincidence tagging of !'C they enable, can be found in Reference [72].
* OWL Cut: This cut removes events with = 3 hit OWL PMTs.

e TP Muon Follower-Short Cut: This cut suppresses the decays of radioisotopes
produced by cosmic muon spallation, by removing events that occur within 20 s
of a tagged muon. Since the muon rate is low in SNO+, this cut results in only

~ 1m of data sacrifice.

* Polling Cut: PMTs are polled during each run to check for faulty channels. This

polling produces electronics noise, which this cut removes.

» Missing CAEN Data Cut: The CAEN digitizer stores the sum of the ESUM trigger,

so that its size and shape might be analyzed. Sometimes, the CAEN buffer can fill
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before the data are read out, resulting in events missing this information. This

cut removes those events.

7.2 Internal

Internal backgrounds are radioactive decays that originate in the AV and scintillator
(as opposed to "external" and "instrumental" backgrounds, which originate outside of
the AV). Most of these decays are of isotopes in secular equilibrium along the uranium
and thorium chains. These species found their way into the detector through ambient
means; they are naturally present in the environment and detector materials. Acciden-
tal air leaks in particular disrupt secular equilibrium by introducing ?2Rn and #*°Rn,
which feed the lower halves of these chains.

The daughters of 22Rn and ?>Rn directly pollute the 0v ROI, and are discussed
in more detail below. The scintillator and air leaks carry additional contaminants that,
because of their low energy and absence from the 0vB ROI, are only briefly men-
tioned here. The scintillator naturally contains trace amounts of 40K, which has a
half-life of 1.248 x 10° years, and undergoes both $-decay (Q-value = 1.311 MeV) and
electron capture (1.460 MeV y emission). Cosmic activation of “%Ar in the atmosphere
produces 39Ar, a B-emitter (Q-value = 0.585MeV) with a half-life of T, =269 years.
Nuclear processing, weapons testing, and accidents have polluted the air with 3°Kr, a
B-emitter with a half-life of 77/, =10.739 years. Its main decay mode (branching ratio
=99.57%) has a Q-value of 0.687 MeV, while its second decay mode emits a 173 keV f
and a 514 keV y with a half-life of 1.015 us. Delayed coincidence tagging of this mode
can help reject 8Kr, but keeping the scintillator covered with pure nitrogen sufficiently

mitigates most airborne contaminants.
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7.2.1 Uranium-238 and Thorium-232 Decay Chains

Uranium-238 (**®U) and Thorium-232 (**?Th) are long-lived isotopes naturally present
in rock, soil, and water. Each undergoes a chain of @ and f decays to a stable isotope
of lead, as show in Figure 7-1.

The decay daughters of 232Th (T}, = 1.4 x 109 years) are approximately in secular
equilibrium, since the chain’s second-longest half-life (5.75 years), belonging to >?®Ra,
is smaller than its parent’s by nine orders of magnitude. Moreover, the chain’s only
gaseous isotope 22’Rn, has a half-life of only T}, =55.6 seconds, meaning that the only
possible disruption to this equilibrium (ingress from an accidental air leak) is short-
lived.

The most troublesome thorium-chain isotope is ?'?Bi (T}, = 60.6 minutes), which
can -decay to >!?Po (branching ratio 64%) or a-decay to 28Tl (branching ratio 36%).
The B-decay to ?'?Po (half-life 0.299 us) has a Q-value of 2.25 MeV, and is immediately
followed by an a-decay with Q-value 8.95MeV. Following quenching, this decay pro-
duces a peak below 1 MeV. Although delayed coincidence tagging can effectively re-
move some of these ?2Bi —212 Po decays and place a constraint on the 23?Th rate in
the detector, around half of them occur within the same trigger window. The energy
of this trigger is the sum of the energies of the f and quenched «a - perilously close to
the 0vB B ROL. Exploiting the timing distributions of the PMTs hit during one of these
‘in-window’ events can effectively remove them. The a-decay of 2!2Bi to 28Tl is less a
concern for the 0vBf search, since the energies of the quenched a (less than 1 MeV)
and ensuing -decay of 2°8T1 (Q-value = 5.0 MeV) are well outside the ROL.

Like the 232Th chain, the 233U chain contains a gaseous isotope, 222Rn , that can
enter the detector through an accidental air leak and disrupt the secular equilibrium.
Unlike the 232Th chain, the 238U chain can’t quickly regain this equilibrium. This is be-

cause the half-life of 2Rn (T}, =3.82 days) is much longer than the half-life of 220Rp,
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and because the remainder of the chain is interrupted by 2!°Pb. The 2!°Pb daughter
has a half-life of T;,, =22.3 years, and so, is out of secular equilibrium with its quickly-
decaying predecessors. Although the B-decay of 2!Pb has too low a Q-value to end
up in the 0vBp ROI, its daughters '°Bi and ?'°Po span the entire low-energy solar-
neutrino ROIL.

In the event of 222Rn ingress, the portion of the chain between 222Rn and 2'°Pb can
regain secular equilibrium in around three weeks. After this period, coincident -«
decays of 214Bi and ?!*Po can be rejected from the 0vB ROI and used to estimate the
2381 rate. Since the half-life of 2!*Po is T},» =164 us (two orders of magnitude longer
than the trigger window), and since the branching ratio of this decay mode is 99.979%,

these decays can be tagged and rejected with over 99% efficiency.

7.2.2 Leaching from the AV

After decommissioning in 2007, SNO+ sat empty until 2016, with its AV exposed to air,
and critically, ?>Rn. The decay daughters impinged on the acrylic, decaying to what is
today a persistent layer of 2>Pb. This layer continuously pollutes the detector volume
with 219Bi and ?!°Po. Although most of these species stay closest to the inner wall of the
AV, confined to the region outside the FV, some of them can diffuse beyond it, carried
away by eddies under fluctuating temperature.

The Q-value of the 21°Bi 8- decay and the energy of the quenched a from the '°Po
decay are too low to threaten the Ov3 ROI, but can result in signal sacrifice by pro-
ducing pileup signals that lead to false a—f tagging. Moreover, the a’s from ?!°Po con-
tribute two additional backgrounds by reacting with the the Oxygen and Carbon atoms

in the scintillator:

a+3C—-1%0+n
(7.1)

a+B0-?Ne+n
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Figure 7-1: Decay chains of 238U (left) and 232Th (right). Half-lives are printed on top
of the isotopes, while the primary and secondary decay modes are depicted with solid
arrows and dashed arrows, respectively.
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Isotopes shown on the right side of Equation 7.1 are produced in excited states, which
promptly de-excite by emitting y’s. Under a time constant of ~ 200 us, the neutrons
then capture on H nuclei, which de-excite by emitting a characteristic 2.22 MeV y. Like
the decays of ?12Bi-?1?Po and 2!*Bi-?!4Po, these (a,n) reactions can also be rejected

with prompt-delayed coincidence tagging.

7.3 Solar Neutrinos

Neutrinos that come from solar fusion cycles elastically scatter off atomic electrons in
the target material, and these electrons recoil in directions highly correlated with the
position of the sun. The SNO detector was able to resolve these trajectories using the
Cherenkov light emitted along each track. In SNO+, this directional information is lost
under isotropic scintillation light. Although efforts to separate and salvage Cherenkov
from scintillation light are ongoing [73], this analysis treats solar neutrino elastic scat-

tering as an irreducible background, with the expected rate given by:

R= Can Sy(E) [Pee(E)T¢(E) + (1= Pep) 0y, (E)| dE (7.2)

where P,, is the survival probability of v,, and the o, ; are the electron-neutrino elas-
tic scattering cross-sections for each neutrino flavor. The ® and S, are the total and
normalized energy spectrum of solar neutrino flux for a given solar fusion reaction.
Between the proton-proton and carbon-nitrogen-oxygen solar fusion cycles, there are
eight neutrino-producing reactions, and only the positron emission from B produces
anon-trivial flux of neutrinos with energies that span the ROI (Figure 7-2 A)). The num-
ber of electron targets n in the SNO+ scintillator, given the components’ specifica-

029

tions from the manufacturers, is 3.357 x 1 per tonne. With an observed total flux

of 8B solar neutrinos ® = 5.16f%%2 x 105cm™2s7! [6], numerical integration of Equa-
tion 7.2 over the entire 8B solar neutrino energy range gives an expected rate of 1,630.0

events/kiloton-year. The energy spectrum of recoiled electrons was obtained through
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simulation.

7.4 External

External backgrounds originate in detector components outside of the scintillator: the
AV, PMTs, rope systems, and ultra-pure water all contain trace amounts of radioiso-
topes. While the ultra-pure water attenuates the charged products of these decays,
high-energy y’s, such as those from *°K, 21Bi, and 2°®Tl, can propagate into the detec-
tor volume. Luckily, the number of events from such decays decreases exponentially
toward the center of the detector, and rejecting data close to the AV can sufficiently
remove them, leaving a clean FV for analysis. The rates of these backgrounds were es-
timated using data from the ultra-pure water phase; the complete analysis is detailed

in Reference [? ].

7.5 Cosmogenic Backgrounds

Cosmic rays interact with atoms in the scintillator cocktail, producing radioactive iso-
topes. Each component incurred most of these backgrounds during its above-ground
manufacture and transport, and even underground, it remains vulnerable to spallation
by the roughly 3-4 high-energy muons that make their way to the detector every hour.
Some of these spallation isotopes quickly decay almost immediately, while others can
remain in the scintillator much longer times of hours, days, or even years.

Spallation of the organic components’ hydrogen, carbon, oxygen, and nitrogen
atoms produces *C, 1°C, "Be and !'Be. Although the Q-values of these isotopes are
comfortably outside than the 0v ROI, their high rates (hundreds of Hz for *C) can
lead to pileup. Scintillator purification efficiently (> 99%) removes ‘Be and '*C. The
latter is also present naturally, and the total expected *C/!2C ratio is comparable to

that of Borexino [75]. Rejecting data from the few minutes after a cosmic muon re-
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Figure 7-2: (A) The energy spectra of solar neutrinos from different solar fusion re-
actions (data retrieved from Reference [74]). The solid lines correspond to reactions
from the proton-proton chain (B), and the dot-dashed lines correspond to those from
the carbon-nitrogen-oxygen cycle (C). Flow charts adapted from Reference [6].
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moves the short-lived '°C (T;/, = 19.3 seconds) and ''Be ( T},» = 13.8 seconds). Reject-
ing '1C (T,» = 20 minutes) takes a targeted approach like coincidence tagging, since a
sufficient veto window of a few half-lives would sacrifice hours of data.

The cosmic spallation of '3°Te, threaten the 0v3 analysis the most. Many of the
tellurium spallation products have Q-values within the ROI, as well as half-lives far
exceeding months. Moreover, their concentrations scale with the addition of 130Te, The
telluric acid has been stored underground for several years (first batch arrival in 2015,
third and last batch arrival in June 2018) to allow these contaminants to decay. Those
remaining can be removed by a factor of at least 10° during purification. In addition,
the charged current interaction of solar neutrinos with 3°Te creates stable and excited
states of 13T, which also decay close to the ROI as described in Reference [76]. The

half-lives and Q-values of these Te-phase contaminants are listed in Table 7.1.

7.6 Two-Neutrino Double Beta Decay

As previously described in Chapter 3, the 0v 5 signature is a distinct peak in the energy
spectrum, at the Q-value of the relevant isotope. However, the energy resolution of
the detector can smear the falling edge of the 2vf decay peak thereby causing it to
partially cover up the Ov([ signal. As a result, when reporting sensitivities to 0Ov(3[
decay, an asymmetric ROI is typically chosen to mitigate contamination from these
two-neutrino events. Given the best limit on 77, for '*°Te (reported in Table 3.1), and

a 0.5% loading of natural tellurium, the expected rate of the two-neutrino double-beta

decay is 6.6 x 10° events/kiloton-year.

7.7 SNO+ Background Budget

A summary of the the background budget was calculated using a MC simulation with

the best available information of the measured backgrounds during the initial water
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Isotope Q-Value (MeV) T1/2 (days)
22Na 2.84 950.6
26A] 4.00 2.62x 108
42K (direct and daughter of **Ar) 3.53 0.51(1.20 x 10%)
448¢ (direct and daughter of #4TI) 3.65 0.17 (2.16 x 10%)
465¢ 2.37 83.79
%Co 4.57 77.2
%8Co 2.31 70.9
0Co (direct and daughter of 5°Fe) 2.82 1.93 x 103 (5.48 x 108)
%8Ga (direct and daughter of 58Ge) 2.92 4.7x1072(271)
82Rb (daugher of 82Sr) 4.40 8.75 x 1074(271)
84Rb 2.69 32.8
88y (direct and daughter of 8871) 3.62 106.63(83.4)
90Y (direct and daughter of %Sr) 2.28 2.67(1.05 x 10%)
102Rh (direct and daughter of 192"'Rh) 2.32 207.3
102mRh 2.46 1.37 x 103
106Rh (daughter of °Ru) 3.54 3.46 x 1074(371.8)
110m p o 3.01 249.83
110Ag (daughter of 119Ag) 2.89 2.85x 1074
124gh 2.90 60.2
126mgp (direct and daughter of '26Sn) 3.69 0.01(8.40 x 107)
1265h (direct and daughter of 1267Sb) 3.67 12.35(0.01)
1301 2.94 0.515
1301 2.99 6.1x1073

Table 7.1: The Q-values, and half-lives of isotopes produced from 130Te nuclei, either
by charged-current interactions with solar neutrinos, or by spallation from cosmic pro-
tons and neutrons from Reference [77]. Multiple entries for Q-value and T3, are for the
isotope produced from the direct decay of a spallation isotope, and for the parent nu-
clide that feeds the reaction.
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Figure 7-3: A pie chart indicating the relative conributions to the background budget
inside the 0v B ROL. Figure is adapted from Reference [79].

phase, backgrounds inferred from radioassays of materials, optical measurements of
the scintillator components, and independent simulations of cosmogenic yield. De-
tails on the background estimates and simulations are summarized in References [78]
and [79]. The resulting number expected number of background counts in the ROI
for a one-year exposure with the initial 0.5% Te-loaded scintillator is 9.47 events and
the relative contributions from each of the backgrounds are shown in the form of a pie
chart in Figure 7-3.

It’s important to note that the ROI was chosen to be asymmetric such that is spans
the region —0.50 < Qgg < +1.50, where o is the standard deviation of the Gaussian-
shaped 0vBp signal. This region correspond to the energy interval 2.42 — 2.56 MeV as
estimated from simulation. As previously mentioned, this asymmetric ROI is chosen
to minimize contribution from the rapidly falling 2v 6 spectrum that spills into the
ROI causing the 2v B background to partially cover the signal. The simulated energy
spectrum with all the estimated background contributions is shown in the form of a

stacked histogram in Figure 7-4. The hypothetical 0vff signal is shown in red for the
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Figure 7-4: Simulated energy distribution of expected backgrounds in the 0vff ROI
after 5 years of tellurium phase data-taking with 0.5% loading of natural tellurium and
a FV of 3.3 m. Figure adapted from Reference [79].

case of mpp = 100 meV using the IBM-2 NME calculation (MY = 4.03) and a phase
space factor G% =3.688 x 10714 y~!,

Using the background estimates reported in References [78] and [79], and the help
of Equation 3.17, we can perform a simple counting analysis to predict the half-life
sensitivity for SNO+ to be 8%}, > 2 x 10%® years at 90% C.L. after three years of data-
taking. This offers a kind of benchmark that SNO+ will aim for as the experiment gets
closer to tellurium deployment. This sensitivity prediction will change as more infor-

mation becomes available from new estimates of backgrounds in the ROI and evolving

detector response due to the addition of scintillator components and tellurium.
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Chapter 8

Background Rejection with KamNet

One of the main challenges for the Ov3 decay on SNO+ is background suppression.
The KamLAND-Zen 0vff decay experiment is very similar in many ways to SNO+,
and they designed a novel deep learning algorithm to help them achieve extremely ef-
fective background suppression. The algorithm is known as KamNet [80] and while it
was initially tailored to the experimental parameters of KamLAND-Zen, its general ap-
proach and architecture are transferable to other 0vS [ decay experiments. The main
goal of this thesis is to study the performance and application of KamNet on the SNO+
low-background scintillator data.

This Chapter briefly summarizes basic machine learning vocabulary and concepts,
and then goes on to describe the components of KamNet network and its ability to
separate single and multi-site events. After applying KamNet to SNO+ data and MC
simulation, we use KamLand-Zen as a benchmark to quantify its performance while
keeping in mind each experiments’ differences in hardware and backgrounds. We find
that the network produces similar background and signal separation on both exper-
iments, a result consistent with their similar vertex resolutions. Finally, we compare
KamNet’s performance, using spaciotemporal data, to that of two existing classifiers
that use only PMT time residuals. We find improved background and signal separation

over each.
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8.1 KamNet: A Spacio-temporal Deep Neural Network

KamNet represents a novel addition to a nearly 60-year-old class of machine learning
models: Neural Networks. Although they have undergone several decades of perfor-
mance improvement and resource optimization, all neural networks retain the same
basic concepts of their common ancestor the perceptron, an algorithm used in pat-
tern recognition. We will use this simplest case to illustrate the operation of a neural
network and establish vocabulary used in the rest of this Chapter. A more thorough
discussion of neural networks can be found in Reference [81].

A perceptron is a function that returns 1 if the weighted sum of its binary inputs
X passes some threshold value b (the bias), and 0 otherwise. In essence, the weighted
sum of the inputs produces some value, which ‘turns on’ a component in the next layer,
if that value exceeds the corresponding bias. This can be expressed mathematically as

follows:
f@®= H(b+z wix,-) (8.1)

Qualitatively, the weights w; represent how important an input is in determining the
output. The machine "learns" to find the correct system of weights such that the out-
put satisfies known conditions. A visual representation of a perceptron is shown in
Figure 8-1.

One can initialize the network’s system of weights and biases, and then pass it some
input with a known output. The loss function gives the distance between the correct
output and the machine’s output. We train the network to recognize the correct an-
swer by having it classify several known inputs from a training dataset, and minimize
the loss function at each iteration over the entire dataset. An iteration over the entire
dataset is called an epoch and is an example of a hyperparameter, which, unlike the

system of weights, does not change during training. If a machine learning model is
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Figure 8-1: A visual representation of a perceptron, in which each input in X (red) has
an associated weight w;, and each output (green) has an associated bias b;.

trained for too few epochs, it may underfit the data, thereby failing to capture underly-
ing patterns and resulting in poor performance on both training and validation sets. If
it is trained for too many epochs, it may overfit, meaning that it’s capturing statistical
fluctuations specific to the training set and will perform poorly on unseen data. Gen-
erally speaking, underfitting can also occur if, for example, the underlying model is
too simple. Likewise, overfitting can sometimes be mitigated even with many epochs
using regularization techniques, dropout, or early stopping based on validation per-
formance.

Since perceptrons accept and return binary values, their ability to learn is some-
what limited as the length of i increases. By allowing f to be nonlinear (eg. like the
sigmoid or rectified linear unit (ReLU) functions), and also allowing the inputs and
outputs to have values between 0 and 1, a subtle change in each weight can produce
a subtle change in the output. This altered perceptron is called a neuron, and these
modifications result in a smooth parameter space for the loss function, which can then
be minimized through gradient descent. The machine accomplishes this through an

algorithm called backpropagation, which is beyond the scope of this thesis but thor-



114

oughly described in Reference [82].

Finally, layering these neurons produces produces a deep neural network. An ar-
bitrary number of layers with an arbitrary number of neurons per layer allows the ma-
chine to efficiently produce a general and accurate model. However, a simple fully-
connected neural network, like the example in Figure 8-1, has a few drawbacks when
applied to time-ordered sets of three-dimensional images (i.e., events captured in a
spherical detector). What follows is a brief description of these issues and the modifi-
cations KamNet uses to overcome them, namely, the combination of a spherical con-

volutional neural network, long short-term memory, and an attention mechanism.

8.1.1 Spherical Convolutional Neural Network

Traditional convolutional neural networks (CNN) perform two-dimensional convolu-
tions to pick out certain patterns in closely-spaced regions of an image. Doing so re-
duces the dimensionality of the problem, making CNNs especially efficient in image
recognition. In this structure, the input neurons (or, in the case of an image, the pixels)
are grouped into local receptive fields. Each [ x m receptive field (also called ‘kernel’
or ‘filter’) connects to a hidden neuron through [ x m weights and biases. The value of
each hidden neuron N;; is the sum of the products of the overlapping filter and image

pixels:
I m
Nij=A|b+).Y wimlivijem (8.2)
00

Equation 8.2 is a convolution of the filter and image, written for some activation func-
tion A and one filter shared over one layer of hidden neurons. The filter’s weights w;,,
and bias b are therefore shared among all of the hidden neurons. This system of shared
weights and biases allows the machine to pick out a particular feature in different lo-
cations I of the image. Rather than learning a system of unique weights in a fully-

connected network, a CNN learns a system of filters. The layer of neurons following
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a convolution is called a feature map. In principle, a CNN contains several of these.
Following the feature maps are pooling layers, which group the features into locations
relative to other features, further reducing the number of parameters.

While flat image processing is handled easily by a CNN, it doesn’t extend well to
images with spherical symmetry. World map projections are a good example of the
irregularities and inaccuracies encountered when trying to stretch a sphere into a flat
surface. Moreover, a conventional CNN doesn'’t reflect the rotational invariance of an
image. In the case of a spherical detector, one can imagine any unique arrangement
of hit PMTs, such as a ring, compressed into a 0 x ¢ grid, where 6 and ¢ are polar co-
ordinates of the PMTs. This ring can have completely different 0 — ¢» maps, depending
on where it’s located. KamNet incorporates a spherical convolutional neural network
(sperical CNN) to eliminate spacial distortion and preserve rotational invariance of
PMT hit maps. Instead of a two-dimensional filter sliding in cartesian space, a cpher-
ical CNN uses a a three-dimensional filter, in which each cell represents a rotation in
Euler angle space. The convolution proceeds through the SO(3) Fourier Transform

(SOFT) algorithm described in Reference [83].

8.1.2 Long Short-Term Memory

Generally, CNNs find and pool features in images with no knowledge or preserva-
tion of their order. However, patterns of hit PMTs aren’t the only piece of informa-
tion conveyed by an event in a scintillator detector. As discussed earlier, different
classes of events proceed on different timescales. Different radioisotopes, such as
214pg (T2 = 1.64 x 1079 s) and '°C (73,2 = 1.93 x 10! s), can have half-lives that differ
by several orders of magnitude. Moreover, as with these examples, decays can proceed
through different steps: 1°C decays directly to 1°B, while 21*Po decays in coincidence
with 214Bi. Most PMTs are fast enough to capture decays that happen within microsec-

onds of one another, making coincidence tagging a reliable method of removing these
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backgrounds from data. There are more subtle timing differences within the trigger
window that can be exploited, and are not visible through reconstructed quantities
and coincidence tagging.

A recurrent neural network retains and uses the order of information in its learning
and decision making by taking as its input both new information and recent output.
Recurrent networks can be unwieldy and slow, however, suffering from the ‘vanishing
gradient problem’ [84]. Long short-term memory (LSTM) is a type of recurrent neural
network that skirts this problem by teaching the machine when to ‘forget’ information
irrelevant to its task. More details can be found in Reference [85].

At this stage, we have described two key pieces of information contained in detec-
tor events and two long-established methods KamNet uses to incorporate them in its
classification. However, there is one subtlety: these data represent movies, instead of
isolated images or ordered lists of vectors. The machine’s task is to consider all of this
information simultaneously and classify a time-ordered set of images. In other words,
the LSTM must take in, and pass, features obtained from convolutional layers. The
convolutional LSTM (ConvLSTM) network was first proposed in 2015 [86] to predict
rainfall intensity using a set of radar maps taken every 6-10 minutes. This type of net-
work applies to other spaciotemporal inputs, such as the evolving PMT hit maps in an

event.

8.1.3 Attention Mechanism

The final piece and novel contribution of KamNet to the deep learning community is
the addition of an attention mechanism to the ConvLSTM network. Attention mecha-
nisms have been around since 2016 and are widely used in language translation [87] .
Their use in KamNet addresses a problem unique to scintillator detectors: the scintil-
lator timing.

The most populated PMT hit maps fall on and around the scintillation peak. Al-
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though these maps contain most of the event’s information -the most detailed images-
the sparsely hit maps and their temporal locations can also hold clues about how the
event unfolds. The attention mechanism allows the machine to focus on and weight
the individual time slices that contain the most identifying information.

In practice, this ability allows the machine to capture different event topologies. In
keeping with our example, °C doesn't only decay to stable !°B by positron emission;
the positron goes on to either find an electron and produce positronium, and eventu-
ally annihilates to produce a pair of ys, which Compton scatter. This series of events
delay the energy deposition, and precede an additional emission of a 718-keV y from
an excited state of 1°B. This series of steps are lost in reconstruction, but appear to
capture the attention of the machine, which places an ‘attention score’ on these time
slices. The decay of 2!“Bi presents an entirely different series of steps in which a gamma
cascade follows the initial 5~ decay by ~ 25ns.

This example, analyzed with KamNet in Reference [80], illustrates the ability of the
AttentionConvLSTM to distinguish between event topologies. Herein lies its classify-
ing power, and relevance, to Ovf3 decay: the separation of multi-site (background-
like) and single-site (signal-like) events which is illustrated in Figure 8-2. The first cat-
egory describes many of the radioactive backgrounds in SNO+, as 8 decays are often
accompanied by y’s that veer off the f’s path into multiple Compton scatters. The sec-
ond category involves only the scattering of f’s, which deposit their energy close to the

event origin (within the vertex resolution) and are thus point-like.

8.2 Training

As mentioned previously, a neural network consists of layers of neurons linked to one
another by a system of weights and biases. The output of one layer affects the output

of the next layer, and so on. Ideally, the output of the final layer is some configuration
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Figure 8-2: A cartoon of a) multi-site and b) single-site events.

of neurons representing the correct answer. When we ‘train’ a network, we ask the ma-
chine to find the system of weights and biases that consistently produce the correct
answer for a variety of inputs. The machine ‘learns’ by minimizing the difference be-
tween its answer and a known answer. The machine does this iteratively over many

known answers, and this set of known answers is called the training dataset.

8.2.1 InputData Structure

Recall that PMTs can be hit at different times during an event. This feature is exploited
by vertex and time reconstruction through a quantity called the time residual T, re-

stated here:

t=tpmr—7— Ir (8.3)

where t is the reconstructed time of the event, tppr is the time of the PMT hit, and 7 is
the scintillation photon’s time-of-flight. The time residual accounts for the production
and attenuation of the scintillation light and exactly matches the scintillator timing
profile under perfect reconstruction. Some differences in event topology and event
type can show up in the time residual, most notably the pronounced slow component

of a’s, relative to f’s.
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To build the spatiotemporal data structure, the time residuals are calculated for all
PMTs hit during an event, and binned from -5.0 to 45.0 ns. The bins are 1.0 ns wide to
reflect the timing of the PMTs. In each time bin is a 38 x 38 sparse matrix of PMT hits
in 6 x ¢ . The final data structure is a 50 x 38 x 38 hit map in ¢, 8, and ¢. The input to
KamNet is essentially a movie, rather than a picture, in that it is a time-ordered series
of images. This is illustrated in Figure 8-3.

Plot a) in Figure 8-3 is a 2D histrogram providing a visual representation of the
sparse matrices, with each pixel representing one of the 0 x ¢ bins, and the cool-to-
warm color gradient representing the fewest-to-most PMTs in each bin. Plot b) is a
visualization of these bins’ locations around the detector. In this example, the matrix
pictured falls into the ninth time bin, highlighted by the solid color in Plot c). Plot c)
is the hit time residual where the bins chosen for the time residual distribution reflect

the timing of the SNO+ readout electronics, roughly 1.0 ns. The y-axis indicates the

0 10 20 30 40

()

(©)

Counts/ns

0 10 20 30 40 50
Time Residual (ns)

Figure 8-3: Example KamNet input showing the spatiotemporal structure of the data.
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number of hit PMTs in that bin, or the sum of the bin contents in Plot a). The last bin of
this hit time residual histogram is an overflow bin, chosen due to the lack of additional

information gained at very late hit times.

8.2.2 Training Dataset

The training dataset used for this model consists of 20,000 simulated events each of
8B solar neutrino elastic scatters and ?“Bi $~ decays. These events were simulated in
a 3.3 m-FV of LAB and 2.2 g/L PPOQ, reflecting the conditions of the real dataset used
in the final analysis described in Chapter 9. Care was taken to prevent the machine
from distinguishing ?'*Bi and B solar neutrinos based on the number of hit PMTs
alone. Early studies with KamNet revealed that when there is a significant difference in
Nhit between signal and background events, KamNet tends to rely primarily on Nhit
for classificationignoring other potentially useful features. To address this, we apply a
technique called ‘Nhit matching’ before training. In this process, both signal and back-
ground events are sampled from a common Nhit distribution constructed from the re-
gion where their original Nhit distributions overlap. This encourages the network to
learn more discriminating features beyond just Nhit.

The choice of 21*Bi §~ decays and 8B solar neutrino scatters for the training dataset
is motivated by the interpretability studies carried out during its most recent develop-
ment for the KamLAND-Zen experiment, described in Reference [80]. To summarize
the collaboration’s finding: KamNet was evaluated on simulations of 13*Xe 0v 8 decay,
solar neutrino scattering, 5~ decays of 2!4Bi, f* decays of 1°C, and several long-lived
spallation isotopes. While retaining 90% of the 0vff signal, KamNet was most able
to reject the radioactive decays, and least able to reject solar neutrino scatters. Since
single-f decays are accompanied by gamma cascades, each radioactive decay event
consists of two or more separated vertices. Solar neutrino scatters and Ov3[ decays,

however, do not contain multiple vertices. This indicates that a significant amount
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of KamNet’s classifying capability is in distinguishing multi-vertex and single-vertex

events.

8.2.3 Validation and Figure of Merit

During the training, an additional 5,000 events were repeatedly classified using the it-
eration of KamNet present at the end of each training ‘epoch)’, a cycle in which the net-
work has seen all of the training data. Quizzing the network this way can reveal, and
prevent, the use of a model that is either underfit (the validation and training accura-
cies are both low) or overfit (the validation accuracy is low and the training accuracy
is high). An optimally trained network shows both minimal and comparable loss be-
tween the training and validation datasets. An optimally trained model obtained on
the 14™ epoch was chosen for the remainder of this analysis. The classifier value out-
put by KamNet is the KamNet score, with higher score being signal-like. The normal-
ized distributions of KamNet scores obtained by running the trained model over simu-
lations of multi-site (>'*Bi, °C) and single-site (}3°Te0v3p, B solar v) events is shown
in Figure 8-4. The shift in the multi-site distributions relative to the single-site distribu-
tions make the KamNet score a viable cut for data selection in a 0v decay analysis.
The near-perfect overlap of the single-site distributions alongside the slight offset be-
tween the multi-site distributions reflects the network’s use of y activity, and/or the
slightly elongated hit-time distribution from ortho-positronium coming from the g*
decay of 1°C, in its decision making. The KamNet score cut value chosen for the re-

mainder of this work is the value above which 90% of the validation signal is retained.

8.3 Benchmarking and Model Validation

To quantify KamNet’s performance on SNO+, we compare the SNO+ classification abil-
ity its original evaluation on KamLAND-Zen data and Monte Carlo as a benchmark.

The trained KamNet model was run over SNO+ simulations of 13°Te 0v 5 decay, B so-
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Figure 8-4: Normalized distributions of KamNet scores obtained by running the
trained model over simulations of multi-site (**Bi, !°C) and single-site (}3°Te 0vp3p
decay, 8B solar v) events.

lar v, and the 8 decays of 214Bj and '°C. As mentioned earlier, these simulations repre-
sent two event classes: single-site and closely-spaced multi-site. At 90% signal accep-
tance, KamNet showed rejection efficiencies similar to those obtained for KamLAND-
Zen [80]. A summary of these results is shown in Table 8.1 where the AUC is the area
under the receiver operating characteristic curve. The higher this value, the better the
separation between signal and background. The Rejection efficiencies € are quoted for
90% acceptance of 0v3f events. For the SNO+ values, all event types were simulated
in a 3.3 m FV, and the reported rejection efficiencies were calculated from events with
energy between 2.0 and 3.0 MeV.

This behavior is expected, because both KamLAND and SNO+ have similar vertex
resolution and thus produce input images of roughly the same clarity [88]. From a
careful y calibration campaign, KamLAND determined their vertex resolution to be

13.7cm/vMeV. In absence of a similar calibration, this work used the MC study to
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Isotope ‘ Event Type ‘ KamLAND AUC | SNO+AUC | KamLAND e | SNO+¢

ovpp signal 0.5 0.5 10% 10%
8B solar v e 0.49 0.49 9.5% 9.8%
e BT +y 0.72 0.68 40.0% 34.5%
214Bj B~ +y 0.65 0.63 27.0% 26.2%

Table 8.1: Performance summary of KamNet in terms of the AUC and rejection effi-
ciency e. Event Type indicates the multi-site (8*/~ +y ) or single-site (¢~) nature of the
event.

estimate a SNO+ vertex resolution of 12.6 + 0.7 cm/v/MeV.

As discussed in Chapter 6, the vertex resolution in SNO+ has some position de-
pendence throughout the AV with slightly better performance at larger radial distance
from the center. This behavior was also present in KamNet’s performance as demon-
strated in Figure 8-5, which shows the z versus p? distributions for simulated ®B and 1°C
events. Each set of events were subjected to a cut of 90% ®B acceptance. For both sets of
events, KamNet performed slightly better at classifying events as multi-site compared
to single-site at locations farther from the center of the AV. This is consistent with the
slightly improved vertex reconstruction resolution at locations farther from the center
of the AV.

To show that KamNet’s performance on simulation agrees with its performance on
data, we ran the network over 8~ decays of >*Bi. Because these decays are followed by
a decays of 21*Po, they can be efficiently isolated from data through coincidence tag-
ging. In this study, the inclusive coincidence tagging criteria in Table 9.1 were applied
to both data and MC simulations of 21*Bi—214Po. An additional cut in energy of (2.0,3.0)
MeV was applied to select only the 2*Bi = decays . The trained network was then run
over each of these event classes and on new simulation of ®B solar v, producing the
KamNet score distributions in Figure 8-6. A cut defined at 90% acceptance of the solar

v rejects 29.0% and 28.2% 21*Bi f~ decays in simulation and data, respectively, such
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Figure 8-5: KamNet performance shown for z versus p? distributions for simulated B
and '9C events. The far left plots show the total number of generated events inside the
volume. The central, and right, plots show the number of events passing the KamNet
score cut and failing to pass the KamNet score cut, respectively. The color gradient
indicates the number of events per unit volume.

that they agree within 2.8%.

8.4 Comparison to Existing Event Classifiers

The in-time ratio (ITR) classifier described in Chapter 6 is the fraction of PMTs hit
early in an event, with time residuals in the range [—2.5,5.0] ns. Originally optimized
to identify early Cherenkov light in SNO, this window also provides a loose measure
of goodness-of-fit for timing and vertex reconstruction in the scintillator phase by se-
lecting time residual distributions peaked at zero. Some events have distinct timing
profiles with features obviously captured by ITR. For instance, @ decays produce a no-
ticeable broadening of the slow component of the scintillator timing profile and have

low values of ITR. However, the low-energy y cascades that accompany the many non-
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Figure 8-6: The overlap of KamNet score distributions, showing agreement between
rejection efficiences of MC simulated '*Bi and coincidence-tagged 2!*Bi in real data
at a 90% acceptance of B MC.

coincident - decay backgrounds in SNO+ don’t always produce such obvious fea-
tures, and their identification requires more information.

The study in Figure 8-7 was carried out on simulations of 21“Bi §~ decay and '3°Te
OvBp decay. In order to avoid considering energy-driven decisions, equal numbers of
events with between 535 and 545 PMT hits were considered. At a cut of 90% 3°Te 0v 33
acceptance, KamNet produced a 10.5 + 2.1% increase in rejection of >'“Bi compared
to ITR. This substantial increase is expected given that ITR is not optimized for event
classification in scintillator.

Another dedicated classifier used to identify multi-site events was recently devel-
oped for use on SNO+ [89, 43]. This multi-site classifier is based on a likelihood ap-
proach and uses more information than a just a fraction of early PMT hits. This classi-
fier takes advantage of the subtle differences in the shapes of the timing residuals for

multi and single-site events. The classifier is linear with a discriminant of the form:
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Figure 8-7: Distributions in ITR (pink) and KamNet score (blue) for 13°Te 0v58 decay
and ?!*Bi are shown at the top. Background versus signal acceptances for each classi-
fier, with 90% acceptance marked with a vertical line is shown in the middle plot. This
value is also marked on the bottom plot, which shows the factor change in background
acceptance, (ITR — KamNetScore/ITR). The horizontal line indicates no change, while
values above indicate improvement in signal and background separation. The error
bars in the middle and bottom plots represent the statistical error and are difficult to
see due to the large number of MC events used in the study.
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D=w-T (8.4)

where D is the classifier value, i’ is some vector of weights determined from MC, and
T is the vector of the bin contents in a classified event’s time residual distribution. The

most powerful choice of weight is defined as:

i
w' =log (lu#) (8.5)
'umulti-site

The p! represent the probability of a PMT hit in time residual bin i for a signal (0v)
and background (multi-site), respectively. In this form, the discriminant becomes the
log-likelihood ratio:

Nhits ul
D=Alog%= Y log[—2— (8.6)
7}

i=0 Iinulti-site

According to the Neyman-Pearson lemma, the log-likelihood ratio provides the opti-
mal discriminant when the PDFs of both signal and background are completely known.
However, for multi-site events, the average PDF may not accurately represent individ-
ual events. For instance, longer-traveling events have more late hits and fewer near the
peak, creating inter-bin correlations that the log-likelihood ignores. An alternative ap-

proach is to use the Fisher discriminant which include a covariance matrix to account

for correlations:

w= (Zmulti-site — Z0v) * (ﬁOv - ﬁmulti—site) (8.7)

where [i are the same as before (vectors of mean PMT hit probability from the PDFs)
and the X are the covariance matrices. Studies described in Reference [43] found that
the Fisher discriminant was not as powerful, and it was hypothesized that the Fisher
discriminant approach was limited by statistics (€'(10? events)) available for the cre-

ation of the background covariance matrix. For the purpose of comparison to KamNet
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we continue with the multi-site classifier define based on the weights in Equation 8.5.

To compare with KamNet’s performance, a new model was created using a training
dataset of °Co and '3°Te 0v 8 decays within a 4-m FV to match the simulation used
in the multi-site classifier’s original development. The results of the network’s perfor-
mance on additional %°Co and *°Te 0v3 MC is summarized in Figure 8-8. The values
for the multi-site classifier were obtained from Reference [89]. At a cut of 90% signal
acceptance, KamNet provides a slight but noticeable improvement of 4.2 + 2.1%. Fu-
ture studies, with higher statistics MC and real datasets, could provide a more robust

comparison between the two methods.
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Figure 8-8: Plot of background versus signal acceptance for the multi-site (green) and
KamNet score (blue) classifiers for background acceptance at 90% signal acceptance.
The error bars in the bottom plot are statistical and come from a limited number of MC
events.
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Chapter 9

Ov (33 Sensitivity Analysis with KamNet

After training and validating KamNet to classify 0v 5 decay signal and backgrounds, it
will now be applied to the real low-background scintillator data in SNO+. This Chapter
summarizes the low-background analysis of a select period of scintillator data-taking,
including the data selection, traditional cuts applied to the data, and the likelihood
fitting procedure used to estimate the scintillator background rates. The performance
of KamNet is evaluated by comparing the fitted background rates in the scintillator
data before, and after, KamNet is applied. Finally, the impact of applying KamNet to
the OvB 6 phase of SNO+ is studied with sensitivity calculations, assuming the present

background rates are maintained after tellurium loading.

9.1 Data Selection, Analysis Cuts, and Livetime

The SNO+ liquid scintillator fill was completed on April 29, 2022, and first physics data
was collected immediately after scintillator recirculation (starting with run number
300000). The end of the data-taking period in this thesis is March 10, 2023 (corre-
sponding to run number 309277). Each data-taking run is roughly an hour in length.
Out of the collection of runs selected for the analysis presented in this thesis, a sub-
set were selected for ideal running conditions: appropriate physics triggers applied for
low-background data acquisition, AV recirculation turned off, no personnel on deck,
quiet mine conditions (no ‘rock blasts’), and all electronics crates turned on (details in

[90]). Hereafter, these runs are referred to as golden runs, and they were subjected to
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the analysis cuts described in the following section. Data cleaning cuts were made to
remove neutron followers, special classes of instrumental backgrounds, and artifacts
from electronics. An additional background called a re-trigger occurs when a single
event, especially those that produce PMT pileup, triggers the detector twice. Events
that occur with At = 460 ns of one another are considered re-triggers and are cut from
the data.

The first physics data-taking in the scintillator phase began with some residual
222Rn contamination from the distillation system. The data used in this analysis was
taken 869 runs (~ 36 days) later, after the radioactivity cooled to secular equilibrium (
T1/, = 3.82 days). In general, radon contamination from both the 23U and 23>Th chains
can be monitored from measurements of 21“Bi and 2!2Bi decays, respectively. This is
because each of these isotopes decays in coincidence with an a-decay of 2!4/212po, a
feature that shows up either in the trigger window in the form of altered time residuals
(see a — B classifiers in Chapter 6), or as separate triggers that can be selected with the
coincidence tagging criteria.

The only coincidence tagging deployed for this analysis is for 2!4Bi—2!4Po, since
most 212Bi—212Po decays occur within the trigger window and are removed with the
a — p classifier. Looping through events in a single run, unique pairs of events that in-
dividually pass >!*Bi and ?'*Po cuts within a spacial separation Ar and time interval At
are tagged as >!“Bi—2!*Po coincidences and can be removed from data. To efficiently
capture nearly all of the possible 214Bi—214Po decay pairs, the time interval At was cho-
sen to be 10 half-lives of 2!4Po. The delayed energy E; was chosen to exclusively select
the 21*Po a energy region, and the prompt energy E » was chosen to select most of the
B~ distribution of 2'4Bi down to a lower bound of 1.25 MeV, which is sufficiently high-
enough to avoid accidentally selecting events inside the >*Po a energy region. The
tagging criteria used in this analysis are summarized in Table 9.1. The requirements of

data cleaning and valid fits were also applied to this data and are described in Chap-



132

2l4Bj 2l4pg Coincidence
r<55m r<55m At<1.64x10°%ns
1.25MeV < E, <5.00MeV | 0.70MeV < E; < 1.10 MeV Ar<1.0m
Valid Fit Valid Fit
Passes Data Cleaning Passes Data Cleaning

Table 9.1: List of criteria used to tag 2!4Bi—21*Po coincidences.

ters 6 and 7, respectively.

These cuts were optimized for data-MC agreement and efficiency in the ROI. This
is demonstrated by the plots in the left column of Figure 9-1, which shows the over-
lapping energy and Ar distributions obtained from all simulated 2!*Bi—2!*Po decays,
and from the subset of simulated decays tagged by the coincidence algorithm. Addi-
tionally, a fit of the half-life equation to the At distribution also produces the correct
half-life of 2*Po = 164.3 us, indicating accurate and efficient coincidence tagging. The
plots in the right column of Figure 9-1 show the results of scaling normalized (to unity)
spacial and energy distributions of tagged MC events to match the tagged data. Sim-
ilarly, a fit to the At distribution reproduces the correct half-life, and good agreement
in Ar and At. The selection efficiency achieved in the ROI is 99.0%. While the removal
efficiency is quite high for 214Bi—2!4Po decays, it was realized at the time of this thesis
that these selection criteria could likely be further improved in future analyses to select
more than 99.9% of the events. However, due to limited time and computing resources,
the current selection criteria is used in the remainder of this analysis.

The spatial distribution of the tagged ?'“Bi—?!4Po in the golden data is shown in
Figure 9-2. This distribution is quite complex and can vary over time due to decay
of short-lived radioactivity, internal convection, and temperature changes inside the

inner detector. A hot spot can be seen at the bottom of the AV while the cleanest region
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Figure 9-1: Demonstration of the MC tuning of 2*Bi—214Po decay selection criteria is
shown in the left column of plots, with the 2!4Po half-life reproduced by the fit of At
between the 2'4Bi prompt 214Po delayed events at the very bottom. The application of
the 214Bi—214Po selection criteria on real data is shown in the right column of plots.
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Figure 9-2: Plot of z-position versus p?/ pfw showing spacial distribution of tagged
214Bj-214pg coincidences. The 3.3 m FV shown in magenta suppresses external back-
grounds from the outer regions of the detector.

lies between —1.0m < z < +2.0 m. The FV of 3.3 m used for this analysis was chosen to
be centered on the cleaner part of the region (shown by the magenta line in Figure 9-2)
and far from external backgrounds from the outer detector materials. The chosen FV
could be optimized in future analyses by allowing the FV selection criteria to vary for
different data-taking periods.

To illustrate the manifestation of the varying 2!4Bi—?!*Po background during data-
taking, we can take the data and plot the number of tagged ?!*Bi events as a function
of z position versus run number. This is shown in Figure 9-3, where the tagged 2'?Bi
events from 212Bi—212pg decays were also included with the help of the a — §(212) clas-
sifier. This classifier is summarized in great detail in Reference [91]. It tags and removes
~ 98% of the 1Bi — 212Po coincidences occurring within the trigger window, using a

cut on the value a — (212) > —5.0. The highlighted portions of Figure 9-3 show the
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Figure 9-3: The number of 2'*Bi and ?'?Bi decays throughout the detector over time,
by run number.

run ranges of golden data used in this thesis. Runs missing from this dataset were ei-
ther contaminated after completion of the fill (runs 300000 - 300869) or simply missed
during the data downloading process. The left-most bins show a concentration of de-
cays at the center of the detector, indicating high radon contamination. After confirm-
ing this with an independent radon monitor, data from a period of ten ??2Rn half-lives
were removed from the analysis. The period after showed lower, but still elevated num-
bers of 214Bi and 2!2Bi decays, which were removed from the dataset with coincidence
tagging criteria and a — f classifier.

Within the remaining data, there are further cuts to remove '°C decays and mys-
terious "hot spots", or events of high light output (> 5000 PMTs triggered). The first
background is a spallation isotope and easily removed by the 60-second muon follower
cut in data cleaning. Hot spots are bursts of several PMT hits, often without an obvi-
ous cause. All events that occur within 20 seconds of an event with more than 5000 hit

PMTs are removed.
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Prompt Delayed Coincidence
r<55m r<55m At <2.0ms
0.90MeV < E;, <8.00 MeV 1.85MeV < E; < 2.50 MeV Ar<2.5m
Valid Fit Valid Fit

Passes Data Cleaning Passes Data Cleaning

Table 9.2: Table of coincidence cuts used to remove events with possible neutron fol-
lowers. The energy and coincidence cuts were optimized in Reference NO+-doc-8288-
v1:SNO+.

Neutron followers from a —n reactions and inverse beta decay (IBD) candidates are
a special class of backgrounds, as they contribute to an as yet unexplained peak in the
energy spectrum of around 2.2 MeV, discussed in the following section. The following
IBD coincidence cuts are a subset of those listed in Reference NO+-doc-8288-v1:SNO+,
and are thus too broad to obtain a pure sample of IBD events. They are, however, able
to reject any events with neutron followers that might contribute to the mysterious 2.2
MeV peak with greater than 99% efficiency. Table 9.2 lists these coincidence criteria.

The final livetime obtained from the run selection, data cleaning, coincidence tag-
ging, and hot spot removal described here is 88.58 days. To study the performance of
KamNet, we compared the background rates of this final dataset with, and without, an
additional cut on KamNet score > —0.61. The value of the KamNet cut was obtained
during training and is defined at 90% acceptance of the validation signal as described

in Chapter 8.

9.2 Binned Log-Likelihood Analysis

This analysis takes a likelihood approach to estimating the contribution of each ex-

pected background to the dataset. The Poisson likelihood of observing the set of 7 in-
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dependent data points X = {x1, X2, ..., X;, ...X,}, given some combination of m expected

parameters 6= {01,02,...,0},...,0,,} is given by:

. N B An n N
L0 = e — [ [ p(xil6) 9.1)
i

where A is the expected total number of events and p the probability of observing the
i data point x;. The parameters 6 are scaling factors for the normalized probabil-
ity density functions (PDFs) obtained from MC simulation which has been tuned to
accurately reproduce physics data.

Binning these data in a histogram significantly reduces the dimensionality of the
problem, and we can rewrite the likelihood equation in terms of bin contents b;; for
the i™ bin of the j PDE The expected number of events A in each bin, is expressed in

the following way:
ﬂ,‘ZZ/Jjbij 9.2)
J

where the u; are the scaling factors for each PDE The A; show up in the total likelihood,
now written as the product of the Poisson likelihoods of observing k; events in the i

bin:

£L=11- 9.3)

The task of this analysis is to maximize the likelihood Z, or find the combination of y;
for which the data are most likely observed.

For ease of computation, we make two adjustments. The first is to consider the
logarithm of the likelihood, which removes the factorial factor of k; in the denominator

and simplifies Equation 9.3 in the following way:
logZ =) (A; —kilogAy) (9.4)
i

The second adjustment is to consider the negative log likelihood, so that we may take

advantage of existing minimization algorithms. The minimizer used for these fits is
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the limited-memory Broyden-Fletcher-Goldfarb-Shanno algorithm described in Ref-
erence [92].

Finally, fit parameters can be constrained with values that are determined either
from independent analyses or external measurements. These values and their associ-
ated uncertainties are added to the likelihood function in the form of Gaussian con-

straints, producing the following log-likelihood function:

Ak = Ap)?
logZ =Y (i —kilogA) +y 25 9.5)
F © 207

where k indexes the set of parameters that are constrained with measured value A4 and
associated uncertainty 0. All 238U and ?*2Th-chain backgrounds, with the exception
of 234MPa and 28T, were constrained based on separate measurements of 2'2Bi and
214Bj concentration by Reference [93]. The constraints on a — n prompt signal came
from an independent measurement reported in Reference [? ]. Fits were performed
both with the 8B solar v rate constrained to its expected value, and without constraint.
For the case where 8B solar v is constrained we use the value reported in Reference [78],
which is based on new solar models in Reference [39]. The comparison between fits
with ®B solar v floated and constrained is discussed later. A summary of the parameters
that were floated and/or constrained are shown in Table 9.3.

The PDFs used in this analysis were prepared from MC simulated classes of events
that had exactly the same cuts applied as the real data (with the exception of data
cleaning, which is not run on MC). Importantly, two sets of PDFs were created: one
set that was additionally cut for KamNet score, and one that was not. Moving forward,
we'll refer to the PDFs in the latter set as the ‘Primary’ analysis and the former set as the
‘KamNet’ analysis. All PDFs are energy spectra normalized to unity and binned from

1.5—-5.0 MeV in bins of width 0.05 MeV.
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Parameter Decay Fit Inclusion Primary KamNet
Chain Constraint  Constraint
(# events) (# events)
2Z8Ac 232Th Constrain 66.22 50.82
a —n delayed - Float - -
a —n prompt - Constrain 0.12 0.06
8B solar v - Float/Constrain 15.54 13.62
212gj — 212pg 232Th Constrain 1.85 1.29
2l4Bj—211pg 8y Constrain 3.10 1.00
e - Constrain 3.89 2.73
234mpy 238y Float . -
20871 232Th Float - -
2107 8y Constrain 0.13 0.09

Table 9.3: Table of all backgrounds included in Primary and KamNet fits.

9.3 FitValidation and Background Estimation

The fitting framework was tested and validated using an Asimov dataset, as shown in
Figure 9-4. An Asimov dataset is a deterministic dataset constructed by summing all
average background spectra, with each component normalized to its expected event
rate [94]. This approach avoids statistical fluctuations inherent in pseudo-experiments
and provides a representative dataset that reflects the median behavior of the experi-
ment under the null hypothesis. As such, it enables sensitivity estimation with signif-
icantly reduced computational cost compared to generating and analyzing a full en-
semble of MC simulations.

In this validation of the fitting framework, the Asimov dataset is constructed as the
sum of all PDFs used in the fit, each of them scaled by their expected rates as listed in

Table 9.5.
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Species Injected (# events) Fitted (# events)
2285 272.85 269.06*774
a-n delayed 592.93 598.541252
a-n prompt 0.49 0.4970%
8B solar v 147.43 131.973%
212pj_212py 7.62 7.65130
214gj_214pg 13.02 12.62+38
1 16.03 15.8%3%
234mpy 8618.25 8626.70*3552
130Te Oy 0.0 1.02155,
130Te 2y 51435.32 51444.23%578.1
208 448.51 46045293
2107 0.55 0.56%03

Table 9.4: The resulting fit values for an Asimov dataset with the above species injec-

tions.
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Figure 9-4: A fit to an Asimov dataset, showing agreement between injected and fitted

values.
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A Poisson error is assumed for each histogram bin, reflecting the statistical uncer-
tainty that would be expected in real data. The negative log-likelihood function is then
minimized using the limited-memory Broyden-Fletcher-Goldfarb-Shanno (L-BFGS-B)
algorithm, a quasi-Newton method well-suited for problems with a large number of
parameters and bounded constraints. The results of the fit show that the recovered (fit-
ted) parameter values are consistent with the injected (true) values within 1o standard
deviation. This agreement confirms the internal consistency of the fitting framework
and demonstrates its robustness for extracting physics parameters from the expected
dataset composition.

With the fitting framework validated we now move onto the application to the real
detector dataset. The log-likelihood fit was performed on both the Primary and Kam-
Net datasets. The first application of the fits with the parameters listed in Table 9.3
is shown in Figures 9-5 and 9-6, where the ®B solar v background was constrained to
its expected value. The fit residuals, per i bin defined as (data; — total fit;)/ \/Kta,-,
are all within 1o of zero, indicating a good fit to the dataset. Both sets of fit residuals
also exhibit a slight bump around 2.0 MeV. This behavior persists through the signifi-
cant, and expected, drop in 2!4Bi—2?!4Po in the KamNet dataset. This behavior is also
consistent with other analyzers’ datasets, which have undergone even more aggressive
214Bj_214pg tagging, using algorithms of 99.96% and 99.997% efficiencies ([58], [95]).

Very careful inspection shows that the fits in Figures 9-6 and 9-5 systematically un-
derestimate the number of events falling between 2.25 and 2.85 MeV. This range com-
pletely contains the ROI, which presents a problem pertaining to sensitivity studies
assuming this particular background model. Toy MC datasets generated from these
fitted rates will underestimate the backgrounds in the ROI. Therefore, the sensitivity
to 0vp will be overestimated if these toy MC datasets are used in the sensitivity cal-
culation. To address the underestimate of the background in the ROI, the 8B solar v

spectrum was allowed to float as it was one of the only backgrounds that could accom-
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Figure 9-5: A fit of the backgrounds listed in Table 9.3 to the Primary dataset with the

8B solar v rate constrained.
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Figure 9-6: A fit of backgrounds listed in Table 9.3 to the KamNet dataset with the 8B

solar v rate constrained.
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modate the excess in the ROI without diminishing the overall fit quality. The resulting
fits in Figures 9-7 and 9-8 show a slightly better fit to the data in the ROI region, with
the improvement most pronounced in the Primary fit. The fitted rates for the 8B solar
v spectra are within 1-20 of the predicted value, using the flux reported in [78].

The percent change of the fitted 8B solar v rate between constrained and uncon-
strained fits is 102% for the Primary fit, and 17% for the KamNet fit. These differences
suggest that the excess of backgrounds between 2.25 and 2.85 MeV could be multi-site
in nature and removed by KamNet. Future background studies could investigate the
possibility of alternative background sources not included in the current fits to explain
this slight excess, or more stringent cuts could be used on the data to further remove
the excess events. Higher statistics would also provide more insight into the subtle fea-
tures in the background. Since the purpose of these backgrounds studies is to study
the performance of KamNet on the data, the background model from the Primary and
KamNet fits with the 8B solar v rate allowed to float is assumed in the sensitivity calcu-

lations that follow.

9.4 ToyMC

To evaluate the analysis sensitivity, at least 2,000 toy MC datasets (often referred to as
‘fake’ datasets) were generated and analyzed. The full MC sample was first divided into
two statistically independent subsets: one was used to construct PDFs, and the other
was reserved for generating the toy datasets.

Each toy dataset consists of the sum of background spectra, with each background
component independently fluctuated to simulate statistical variations. Specifically,
for a given background source ©; with an expected rate r; determined from fits to
data, a fluctuated rate rlf is drawn from a Poisson distribution Pois(A = r;). A ‘Poisson-

fluctuated’ background sample is then generated by randomly selecting r; events from
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Figure 9-7: A fit of the backgrounds listed in Table 9.3 to the Primary dataset with the
8B solar v rate allowed to float.
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Figure 9-8: A fit of backgrounds listed in Table 9.3 to the KamNet dataset with the 8B
solar v rate allowed to float.
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the corresponding MC simulation of ®;. This process is repeated for each background
component, and the combined set of events forms the complete toy dataset. Each toy
dataset is then binned into a histogram with a fixed bin width of 0.05 MeV, and subse-
quently used in the sensitivity studies.

Figure 9-9 shows an overlay of two energy spectra: one of the original primary
dataset, and the other of a toy MC dataset generated using the primary fit values.
The close agreement between the two spectra, evidenced by their substantial over-
lap across the entire energy range, demonstrates that the toy dataset accurately repro-
duces the original data. This agreement confirms that the underlying assumptions in
the modeling and fluctuation process are consistent with the observed data.

The SNO+ projected sensitivities given each set of fitted backgrounds in the Pri-
mary and KamNet datasets were calculated for 88.58 days of livetime at 0.5% tellurium
loading by weight, assuming no signal. A '3°Te 2v 8 spectrum was added to each toy
dataset by Poisson fluctuating the corresponding PDF first scaled by its expected rate
in the SNO+ FV. This expected rate was calculated using the CUORE experiment’s most
recent measurement of the half-life [96]. An example energy spectrum of a final toy
MC dataset with the assumed 0.5% tellurium loading is shown in Figure 9-10.

As an additional validation of the toy MC generation, two crosschecks were con-
ducted on the Primary and KamNet datasets. The first crosscheck confirmed the cor-
rect toy generation for each background. To do this, 2,000 fake spectra were produced
for a given background and summed together. The accumulated histogram from sum-
ming the individual fake spectra was then normalized to unity and overlaid with its
corresponding PDF to check for agreement in the shape of the overall distribution.
Moreover, a distribution of the injected rates was created, and its average rate over the
generation of many fake datasets was noted.

Example results from these crosschecks for one example background, ' C, are shown

in Figures 9-11 and 9-12. For every background used in the toy MC dataset, the overlaid



Events / 0.05 MeV

10°

146

104
103

102
10! g
100

10-!

1.5 2.0 2.5 3.0 3.5
Energy (MeV)

4.0

4.5

5.0

2287c: 75

a-n delayed: 139
a-n prompt: 0
8B solar v: 52
212Bj-Po: 2
214Bj-Po: 1
11c. 6
234mpa: 2116
208T]: 94
21071 0

Total Fit

data
fake data

Figure 9-9: Energy spectra of a real dataset (blue) and a toy MC dataset (orange). The
numbers of events of each background injected into the toy MC dataset is listed in the
legend on the right.
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Figure 9-10: Energy spectra of real dataset (blue) and a toy MC dataset (orange), with
the 2vp injected (red). The numbers of events of each background injected into the

toy MC dataset is listed in the legend on the right.
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Figure 9-11: Example validation of a Primary toy MC background. The shape compar-
ison between the accumulated fake data and the PDF used to generate the fake data is
on the left. The distribution of injected rates are shown on the right.
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Figure 9-12: Example validation of a KamNet toy MC background. The shape compar-
ison between the accumulated fake data and the PDF used to generate the fake data is
on the left. The distribution of injected rates are shown on the right.
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spectra showed the good agreement in the shapes. Furthermore, each distribution of
injected rates of the fake datasets followed a Poisson distribution centered about the
original fitted rate from the real dataset. In all cases, the average injected rates from
fake datasets and corresponding fitted rates from real datasets agreed to within several
percent.

For the second crosscheck of the toy MC dataset, over 2,000 toy MC datasets were
accumulated and the distributions of the number of events generated in the ROI were
recorded. These datasets were generated with the 2vf spectrum included and with-
out the Ovpf spectrum . As expected, the KamNet toy datasets delivered ~ 27% fewer
events on average in the ROI compared to the Primary toy datasets. The average num-
bers of events in the Primary and KamNet toy datasets were also found to be within 1o
of the numbers observed in the corresponding real dataset, given the relatively large
statistical uncertainties in the real datasets.

After validating and crosschecking the toy MC datasets, they were used to calcu-
late the SNO+ sensitivity to the 3°Te 0v38 decay half-life, assuming the background
model of the 88.58 days of livetime for the real Primary and KamNet datasets. Each

sensitivity calculation was carried out on an ensemble of toy MC datasets, assuming

Primary KamNet
4001 Il Average: 3.60 500 I Average: 2.61
300
]
el
3 200 ]
@)
100
O_ 1
0.0 2.5 5.0 7.5 10.0 0 2 4 6 8
Numer of Events Generated in ROI Numer of Events Generated in ROI

Figure 9-13: Distributions showing number of events in the ROI over 2,000 Primary
(left) and KamNet (right) toy datasets.
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Figure 9-14: The fit of Ov3 decay signal to the Primary toy MC dataset shown in Fig-
ure 9-10. These fitted rates are compared to the injected rates in the toy MC dataset in
Table 9.5.

Species Injected (# events) Fitted (# events)
228Ac 75 66.21757
a-n delayed 139 87.377533
@-n prompt 0 0.13*04
8B solar v 52 47.92+213
212Bj—212pg 2 1.8471%
2l4Bj—211pg 1 3.02%18
c 6 3.82+2:1
23impg 2116 2623.457 275
B30Te Qv 0 2.09%31
130Te 2v 12620 12189.41%6123
2087] 94 93.88"13%
21071 0 0.4702

Table 9.5: The resulting fit values for an example toy MC dataset compared with the
rates injected into the toy MC dataset.
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no 0vBp decay signal. The 2,000 fits of the 3°Te 0v5 decay signal were performed
on Primary and KamNet toy MC datasets created without injected *°Te 0v decay
events. Of these fits, 376 failed to converge for the KamNet toy MC dataset, and 241
failed to converge for the Primary toy MC dataset. The failed fits were discarded from
the final sensitivity calculation. An example of one fit to a Primary toy MC dataset is
shown in Figure 9-14, and a summary of the fitted and injected rates is listed in Table
9.5 for comparison.

Using the fit of the 0v B signal to a toy MC dataset we follow a similar approach
to what is described in Chapter 3. From Equation 9.6, we can see that the number of

detected Ov B decay events Ngg can be written as:

In(2)teN
BB= T rov
Ty,

(9.6)

where 1 is the livetime in years, € is the signal detection efficiency, and N is the number
of 139Te nuclei in the FV. Therefore, we can reverse the logic and use the 90% C.L. on
the fitted OvB8 decay rate Cygy, in the toy MC dataset and extract a lower limit on the

0v BB half-life:

rov 102y 9.7)
1/2 .
90%

where 90% of the fitted Ov(p rates in the toy MC ensemble fall below Cyge,. With the
current level of backgrounds, at 0.5% tellurium loading and 88.58 days of livetime, the
use of KamNet as a background rejection tool increases the SNO+ projected sensitivity
by 98.5% (nearly double). This is illustrated in a side-by-side comparison of the sen-
sitivity calculations for the Primary toy MC dataset and the KamNet toy MC dataset
shown in Figure 9-15.

As described earlier in Chapter 7, the background budget for SNO+ to reach a sensi-
tivity of S(l’)’z > 2 x 102 years is 9.47 events/year in the ROI (assuming a simple counting

analysis). This would scale down to about 2.3 events in the 88.58 days of livetime used
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Figure 9-15: Histograms of number of fitted OvB counts in the Primary (left) and
KamNet (right) toy MC analyses, showing KamNet’s sensitivity improvement of 98.5%.

for this analysis. In this dataset, there were five events in the ROI. KamNet removed
two events, bringing the number of events in the ROI within 1o of the target number.
It should be noted that this is a very early analysis with limited data, so these results
should be taken with a grain of salt. Future improvements on the traditional cuts ap-
plied to the data to reject backgrounds, and the fitting methods, could boost the limits
reported here to be within (or surpass) the estimated half-life sensitivity reported for
the simple SNO+ counting analysis.

To put the KamNet result into context, recall from Chapter 3 that the sensitivity of
an experiment to 0v 3 decay scales according to the following experimental parame-
ters:

S oy 2L 9.8)
12 BAE

where m is the mass of the isotope, ¢ is detector livetime, B is the background rate,
and AE is the detector energy resolution. To achieve its best sensitivity, SNO+ will run
for several years at progressively higher tellurium loading. Figure 9-16 shows the half-

life sensitivity versus livetime for 0.5% and 1.5% tellurium loading, and 0.5% tellurium
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Figure 9-16: Half-life sensitivities versus livetime for various isotope loading. Each
point represents a fit, assuming no signal, to an Asimov dataset generated at the given
livetime and isotope loading.

loading with KamNet applied. Each data point represents a fit to an Asimov dataset of
the given livetime and loading, assuming no 0vff signal, while the curves represent a
fit of the function f(f) = av/t to the data points where a is a floating constant. Under
the assumed background model in this thesis, with three years of livetime, an analysis
of 0.5% tellurium-loaded data using KamNet is projected to produce a half-life limit of
T{’/"Z > 1.63x 1020 years. A traditional analysis with the same amount of Te would require
two additional years of livetime. Alternatively, 1.5% Te loading could achieve this limit
in under two years, but at the additional cost of $2.6 M of natural tellurium! This, in

turn, shows the power of AI/ML tools like KamNet for background classification in low-

background particle detectors.
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Chapter 10

Summary and Conclusions

This work examined the deep learning neural network KamNet as a promising back-
ground rejection tool for the OvBB decay search on SNO+. Originally developed for
the KamLAND-zen experiment, the network was hypothesized to be able to distin-
guish multi-site backgrounds from single-site backgrounds with similar performance
on other similar spherical liquid scintillator detectors. This hypothesis was found to be
true for SNO+. As a test case, KamNet was trained on 2!Bi background and ®B solar v
signal datasets, and it went on to reject 21*Bi and '°C with efficiencies similar to those
achieved in KamLAND-Zen, while accepting 90% of the signal. These similarities are
reflected by the KamLAND-Zen and SNO+ detectors’ comparable vertex resolutions,
since PMT hit-timing information is one of several important factors going into Kam-
Net'’s classification power. An additional validation study demonstrated that the Kam-
Net score distribution of a pure, tagged sample of ?!4Bi data agreed with that of 21*Bi
MC and produced rejection efficiencies similar to within 2.8%.

KamNet is not the only event classifier available on SNO+. Two existing classifiers
were also discussed in this thesis, and both of them use only time residuals in their de-
cision making. The ITR cut is a vestige from SNO and the water phase of SNO+, and it
was intended to identify Cherenkov light by the characteristic sharp rising-edge it pro-
duces in water. This classifier was retired briefly under the assumption that it wouldn’t
be useful in a detector in which Cherenkov light is overwhelmed by scintillation light.

It was recently found, however, that different kinds of events produce changes in time
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residuals clear enough for ITR to identify. A comparison of ITR to KamNet on equal
numbers of simulated 0v3f and 2!Bi in a narrow range of total PMT hits revealed
that KamNet rejects 10.5% more background than ITR at 90% signal efficiency. This
increase in rejection efficiency demonstrates the power that KamNet has through its
additional use of spacial information. In a second study, KamNet was trained on %°Co
and '3°Te 0vBp decay in a 4.0-m FV; to perform a direct comparison to the most re-
cently developed log-likelihood multi-site classifier. At 90% signal efficiency, KamNet
also produced a slight overall improvement of 4.2 + 2.1%.

After validating KamNet’s performance with a tagged background in real data and
demonstrating its superior performance relative to other available multi-site classi-
fiers, the remainder of this analysis focused on the effect of KamNet’s background re-
jection on the 0vff decay sensitivity of SNO+. The experimental sensitivity was as-
sessed using three approaches, each applied independently to a Primary dataset and a
KamNet dataset: toy MC, Asimov datasets, and a counting analysis. An ensemble of toy
MC consisted of 2,000 fake energy spectra, assuming 0.5% tellurium loading, no 0vff
signal, and 88.58 days of livetime. These fake data were generated from simulated
events, according to the procedure described in Chapter 9. Negative log-likelihood fits
containing the 0vfBf spectrum were performed, and the 90th percentile of fit 0vf
events was used to calculate the half-life sensitivity TIO/V2 assuming no background.
Half-life limits of T}, > 3.41 x 10*° years and T}, > 6.77 x 10*° years were calculated
for the Primary and KamNet datasets, respectively, showing an improvement of 98.5%
when KamNet is applied.

Earlier predictions of SNO+ sensitivity relied on a simple counting analysis in the
ROI, using a background budget informed by ongoing measurements leading to tel-
lurium loading. The counting analysis produced a half-life sensitivity of TIO/"2 >2x10%

years in three years of livetime and 0.5% tellurium loading. The target ROI rate for

the counting was calculated to be 9.47 events/year, corresponding to 2.3 events in
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the 88.58 days of data analyzed in this thesis. Although the KamNet-cut dataset has
3 events in the RO], it is important to note that the analysis in this thesis came from
a low-statistics dataset, and that the target and measured rates are still within 1o of
one another. It is also valuable to note that the Primary dataset contains 5 events in
the ROI - more than 1o out of the background budget. One potential cause for the
higher background could be contamination from external y sources in the data, and it
is recommended that future analyzers continue to improve cuts to remove such back-
grounds, even if KamNet is eventually applied to the data.

To interpret the practical implications of the improvement observed by applying
KamNet to the data, additional fits to Asimov datasets were performed, assuming 0.5%
and 1.5% loadingat 1, 3, 5, and 10 years of livetime. This study showed, at a benchmark
of three years, that KamNet could achieve a sensitivity of T{)/VZ > 1.63 x 10?% years. With-
out KamNet, the same tellurium loading would take roughly two more years to reach
the same limit. Loading to 1.5% tellurium could achieve the same limit in under two

years, but at an additional cost of ~ $2.6M, thereby showing the power of AI/ML tools

like KamNet.
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