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Abstract

This thesis presents the first measurement of oscillation in antineutrinos from nuclear reac-

tor cores, detected in liquid scintillator at SNO+. The small cluster of reactor cores along

the Canadian-American border creates a distinct oscillated antineutrino energy spectrum, from

which oscillation parameter values can be extracted. A likelihood analysis is presented, mea-

suring the sensitivity to neutrino oscillation parameter ∆m2
21 based on 100 tonne-years expo-

sure. The Covid-19 pandemic forced a halt of the SNO+ scintillator fill, however stable data

was recorded over 127 days in an approximately half-full detector. BiPo214 coincidence pairs

provided an in-situ calibration of the LAB + 0.5g/L PPO scintillator cocktail. The reduced scin-

tillator volume and livetime in the partially filled detector lead to limited sensitivity to the neu-

trino oscillation parameter ∆m2
21. Strong agreement was seen between the 44 events measured

in data and the total 45±6.7stat events expected due to signal reactor antineutrinos and back-

ground geoneutrinos and α-n. Due to the limited statistics, two values of ∆m2
21 were favoured,

8.8+1.1
−1.3 and 12.6+1.6

−1.3×10-5eV2. The current global PDG value of ∆m2
21 = 7.53±0.18×10-5eV2

was found to be within a 1σ frequentist confidence interval of the smaller of the best-fit ∆m2
21

value. Following a successful first measurement of reactor antineutrinos, the analysis will be

continued into the fully filled scintillator phases of SNO+. Simulation studies show that a pre-

cise measurement of ∆m2
21 may be possible, where the current global uncertainty (dictated

primarily by the KamLAND measurement) can be surpassed in 3-5 years of livetime in the

Te-loaded scintillator phase, depending primarily on continued reactor activity and α-n lev-

els. The uncertainty in ∆m2
21 impacts the interpretation of neutrino beam experimental results,

making its measurement particularly relevant. Also discussed in this work, is a novel design

for the next generation of large-scale liquid scintillator detectors (comparable to JUNO in size).

The proposed ‘SLIPS’ design may allow for a much more simple and economical construction

of large-scale liquid scintillator detectors, potentially impacting a number of areas, 0νββ and

solar, supernova and geoneutrinos along with long baseline monitoring of reactors. Potential

detector designs are discussed, with simulation studies demonstrating the possible quality of

event reconstruction.
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Thesis Outline

This thesis is organised as follows:

Chapter 1 — A whistle-stop tour of the history of the neutrino, introductions to the

theory behind neutrino oscillations and the current status of neutrino experiments.

Chapter 2 — SNO+, the different phases of the experiment and an introduction to

the detector and its components.

Chapter 3 — Summary of the methods used to reconstruct key parameters of the

events that trigger the SNO+ detector, in both the water and scintillator phases.

Chapter 4 — Measurement of the supported concentration 222Rn, from the 238U

chain in the partial fill scintillator phase, using Bipo214 events. Also shown is the

calibration of the scintillator’s emission times and light yield, also using BiPo214,

for α and β particles.

Chapter 5 — Chronicle of the calculations used to calculate the expected antineu-

trino energy spectrum at SNO+.

Chapter 6 — The analysis methods used to extract signal reactor antineutrino

events from the partial fill data. Also shown, are the calculations of the background

contamination in the reactor antineutrino analysis, namely α-n and geoneutrinos.

Chapter 7 — Results of the reactor antineutrino analysis, showing fits of the an-

tineutrino energy spectrum and the sensitivity to oscillation parameters ∆m2
21 and

θ12.

Chapter 8 — Prospects of the antineutrino analysis continued in the fully filled

scintillator phases of the experiment.

Chapter 9 — Presentation of the ‘SLIPS’ large-scale liquid scintillator detector

and its performance in simulation.

Appendix A — Introduction to the theory behind Dirac and Majorana neutrinos

and the mechanisms behind their mass, leading to the search for neutrino-less dou-
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ble beta decay in the SNO+ experiment.

Appendix B — Background analysis carried out in the water phase, applying a

novel method to extract the contamination present in the SNO+ ropes system.

Appendix C — Summary of the reactor core information used in the partial fill

reactor antineutrino analysis.

Appendix D — Summary of the IBD cross-section calculation used to calculate

the reactor and geo-antineutrino interaction rates in liquid scintillator.
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1 | Introduction

1.1 The Neutrino

The neutrino and its properties have been under the microscope of physicists since their

existence was first postulated by Wolfgang Pauli in 1930. Pauli proposed the existence of

a spin-half, neutral, weakly interacting particle to rectify the apparent non-conservation

of energy and angular momentum suggested in measurements of a continuous β-decay

energy spectrum [1]. Following James Chadwick’s discovery of a much more massive

neutral particle (later appointed as the neutron) [2], the neutral particle discovered by

Pauli was famously labelled by Enrico Fermi as the neutrino [3].

Fermi would soon develop his theory of weak interactions, successfully interpreting the

continuous β-decay energy spectrum [4]. Fermi modelled the weak interaction involved

in the decay of a neutron to a proton n→ p+ e− + νe, as a 4-fermion vertex interaction,

denoting the strength of the vertex interaction with Fermi’s coupling constant GF . Pauli

had commented on his proposal of a neutral weakly interacting, tiny mass particle as

being something ‘no theorist should ever do’, presuming it was so weakly interacting

that it would be impossible to experimentally measure.

Wang Ganchang in 1942 proposed inverse beta decay (ν̄ + p→ n+ e+) as a method for

their detection [5]. Neutrinos were eventually first experimentally measured by Clyde

Cowan and Fred Reines in 1956, measuring ν̄e events in a liquid scintillator detector sit-

uated beside a nuclear reactor core [6]. Reactor cores provided a large source of antineu-

trinos due to nuclear fission interactions occurring at sufficiently large rates to overcome

the tiny neutrino interaction cross section.

Also 1956 Tsung-Dao Lee and Chen-Ning Yang proposed the need to investigate if there

was violation of parity in weak interactions, having calculated parity violation in the

decay of K mesons (known as the θ − τ puzzle at the time) [7]. Parity violation in weak

interactions was famously verified in experiment by Chien-Shiung Wu and collaborators,

measuring β-decay of aligned 60Co nuclei, in the same year as the Lee and Yang literature

review [8]. Richard Garwin and Leon Lederman also alternatively measured in 1957,
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parity violation in the decay of polarised muon beams [9].

Following the discovery of parity violation in weak interactions, the modelling of the

interactions using a V-A theory maximally violating parity [10], was developed in 1958

by Richard Feynman and Murray Gell-Mann [11], Ennackal Sudarshan and Robert Mar-

shak [12] and J.J. Sakurai [13]. Lev Landau [14], Lee and Yang [15], and Abdus Salam

[16] incorporated V-A theory into the lepton sector and described the neutrino’s role in

weak interactions, proposing the ‘two-component theory of massless neutrinos’. The

theory proposed that neutrinos are massless and only have left-hand chiral components

and antineutrinos right-hand chiral, allowing for V-A interactions. In 1958, Goldhaber,

Grodzins and Sunyar measured the helicity of neutrinos in electron capture experiments

[17]. The result was found to agree with the massless two-component neutrino theory,

measuring neutrinos within measurement uncertainties, to have 100% negative helicity

i.e. spins anti-aligned with their momentum.

The single neutrino particle known up to this point was later found to be part of a family

of neutrino flavours, where the Cowan and Reines experiment had measured the electron

neutrino νe. The muon neutrino νµ was first experimentally measured in 1962 by Led-

erman, Schwartz and Steinberger [18], while the tau neutrino ντ flavour was eventually

measured in 2000 by the DONUT experiment [19]. Shortly after the Cowan and Reines

result in 1957, Bruno Pontecorvo presented a theory of oscillation between neutrino and

antineutrino, inspired by the first measurement of kaon particle-antiparticle oscillation

[20]. Following the measurement of νµ, Pontecorvo had completed his theory, allowing

for oscillation between two neutrino flavours [21].

The Standard Model of particle physics (SM) was developed through many years of inter-

national collaboration between theorists and experimentalists, describing the interactions

between fundamental particles and three (of the four) fundamental forces, the electro-

magnetic, weak and strong forces. The SM is renormalisable, Lorentz invarient and

defined by the local gauge invariance of the symmetry group SU(3)C×SU(2)L×U(1)Y,

subscripts denoting colour, left-hand chirality and weak hypercharge respectively. The

model’s name was coined in 1975 and has been hugely successful in the prediction of

experimental data in particle physics, to extreme levels of precision. Focusing on the
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role of neutrinos in the SM, the electroweak theory developed by Glashow, Weinberg

and Salam [22][23][24] (awarded the Nobel prize in 1979), unified the electromagnetic

and weak forces and gave experimentally correct predictions of the weak interaction.

The electroweak theory included the presence of a fundamental scalar Higgs field, which

allowed for massive gauge bosons and fermions through spontaneous breaking of the

SU(2)L×U(1)Y symmetry. Fermionic fields can be broken down into the left and right

chiral states. Due to the parity violation observation in the Wu experiment, only the

left-handed SU(2) doublet components participate in weak interactions, leaving the right-

handed components as SU(2) singlets. It will be seen in section A.2 that fermion masses

arise from the coupling between these left and right-handed components, through inter-

actions with the Higgs field. Neutrinos are included in the SM as massless particles [25]

and assumes that only left-handed neutrinos exist. The right-handed neutrino is left as

a currently hypothetical particle. While the SM was able to describe all the strong and

electroweak experimental data to this point, the first experimental delineation from the

SM was the discovery of neutrino mass.

1.1.1 Neutrino Mass - Beyond the Standard Model

For time evolution and oscillation between neutrino flavours, finite neutrino masses are

required. The first measurement that saw the impact of neutrino oscillation was in the

Homestake solar neutrino experiment, headed by Ray Davis and John Bahcall, beginning

in 1970 using 37Cl as the detection medium, detecting νe [26]. The experiment saw ap-

proximately a third of the neutrino flux predicted by the solar theoretical model provided

by Bahcall. This discrepancy between experiment and theory would be known as the ‘so-

lar neutrino problem’. Anomalies were also seen in the area of atmospheric neutrinos in

large Cherenkov neutrino experiments in the late 1980’s. Kamiokande-II [27] and IMB

[28] both measured significant deficits in the expected ratio of νµ to νe.

The next breakthrough in the measurement of neutrino oscillation was seen by Super-

Kamiokande, a large-scale Cherenkov experiment, measuring to a high degree of accu-

racy, the asymmetry in the flux νµ for those travelling through the Earth compared to

those produced in the atmosphere above the detector. The oscillation of νµ → ντ was
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inferred from the precise measurements [29].

The predecessor to the SNO+ experiment, SNO, would soon follow the Super-Kamiokande

result, with a measurement that would solve the solar neutrino problem seen originally

in the Homestake experiment by Davis and Bahcall. SNO was the first experiment to

definitively demonstrate in 2002 that νe produced in 8B decays in the solar core, undergo

flavour transition in the sun, resolving the solar neutrino problem [30][31]. The heavy

water target volume, a design proposed by H. Chen [32], allowed for the measurement of

the νe flux through the charged-current (CC) process, along with the total ν flux through

the neutral current (NC) interaction. Heavy water allowed for both CC and NC interac-

tions with deuterium (d):

νe + d→ p+ p+ e−

νx + d→ p+ n+ νx,
(1.1)

where νx represent the three neutrino flavours (νe/µ/τ ). Previous to this, no experiment

had sensitivity to all neutrino flavours and relied upon measuring deficits in neutrino flux

compared to expectation, to infer neutrino oscillation. The decay of d produces a neutron

(n) which is detectable by the γ particle it produces upon capturing on a free hydrogen

atom in the detector. In measuring the electron neutrino flux ϕνe alongside the total

neutrino flux ϕν , the SNO result confirmed the standard solar model and the observable

mixing between νe, νµ and ντ .

The KamLAND experiment would subsequently publish a measurement of reactor an-

tineutrinos in 2004, who similarly saw a deficit in the expected ν̄e flux without oscilla-

tions [33]. Super-Kamiokande and SNO were recognized with the Nobel Prize in 2015

for their measurements of neutrino oscillation, now providing explanations to νe flux

deficits measured in previous neutrino experiments that were sensitive only to the CC νe

channel.

The discovery of massive neutrinos has shed light on incomplete nature of the Standard

Model. As a result, the area of neutrino physics has become a centre of research ac-

tivity as physicists attempt to find answers to the most basic, yet alluring questions in

11



CHAPTER 1. INTRODUCTION 1.2

physics. How many neutrinos are there? What is the mechanism that gives birth to their

mass? Can they explain the matter-antimatter asymmetry in the universe? Might they

provide answers for the evidence of dark matter? The reactor antineutrino oscillation

analysis presented in this thesis, attempts to eventually assist in answering some of these

questions. The primary goal of the SNO+ experiment is to uncover the mechanism that

gives rise to the neutrino mass, by searching for the rare neutrino-less double beta decay,

discussed further in section A.2. Background rate measurements presented in this work

are also expected to contribute towards this eventual goal. The following sections will

outline the theoretical groundwork and describe the current experimental status and the

motivation for the physics analyses presented in this thesis. Neutrino oscillation and the

associated experiments are examined, followed by discussion on the possible neutrino

mass mechanisms that allow for neutrino oscillation.

1.2 Neutrino Oscillation in a Vacuum

The three known flavours of neutrinos νe, νµ, ντ are each produced, by definition, along-

side their charged leptonic partners, the e, µ and τ particles respectively in CC interac-

tions1. Neutrinos can be described by the Lagrangian density:

Lν ⊂
∑

α=e,µ,τ

[ναi/∂να +
gW√
2
(να,Lγ

µeα,LW
+
µ + h.c.) +

gW
2 cos θW

να,Lγ
µνα,LZµ]

−
∑

α,β=e,µ,τ

(mαβνα,Lνβ,R + h.c.)
(1.2)

The first three terms are included in the SM, where the first term is the neutrino kinetic

term and the second and third describe the coupling of neutrinos to the W and Z gauge

bosons, representing the CC and NC interactions respectively. The last term represents

the neutrino mass, and so is not a SM term. Mass matrix mαβ in general has non-zero

off-diagonal terms, such that flavour eigenstates νe, νµ, ντ do not have definite mass. The

non-equivalence of flavour eigenstates and neutrino mass eigenstates, allows for neutrino

mixing. For the case of a non-diagonal mass matrix, it is possible to diagonalise mα,β

1Neutrinos are also produced in the NC weak interactions in Z boson decays, however these neutrinos
are not produced with definite flavour [10]
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using two appropriate 3 x 3 unitary matrices U and V , yieldingmD = diag(m1,m2,m3):

mD = V †mU, (1.3)

such that neutrino mass eigenstates flavour eigenstates (labelled α) can be written in

terms of a linear combination of mass eigenstates (labelled j):

νj,L =
∑
α

U∗
αjνα,L

νj,R =
∑
α

V ∗
αjνα,R

(1.4)

Rewriting the Lagrangian for neutrino interactions in 1.2 in terms of mass eigenstates:

Lν =
∑

j=1,2,3

[νji/∂νj +
gW√
2
(νj,LU

∗
α,jγ

µeα,LW
+
µ + h.c.) +

gW
2 cos θW

νj,Lγ
µνj,LZµ]

−
∑

j=1,2,3

(mjνj,Lνj,R + h.c.),
(1.5)

it can be seen in the second term of the expression, that a given charged-current interac-

tion may yield a charged lepton and neutrino pair of a certain flavour, where the neutrino

is produced as superposition of mass eigenstates. As seen in experiment, there exists

interference between mass and flavour eigenstates. Treating neutrino wave functions as

plane-waves, the evolution of a massive neutrino state with a well-defined mass νj can

be described using the Schrödinger equation, with a free-particle Hamiltonian H. For a

neutrino mass eigenstate νj at time t and distance L from its creation point:

|νj(t, L)⟩ = H |νj⟩ = exp[−iEjt+ ipjL] |νj⟩ . (1.6)

Converting from the mass basis to the flavour basis using equation 1.4, yields the evolu-

tion of the flavour eigenstate:

|να(t, L)⟩ =
∑
j

U∗
αjexp[−iEjt+ ipjL] |νj⟩ . (1.7)
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The energy Ej and momentum pj are defined by the mass of the mass eigenstates, for

which the kinematics are well-defined.

Following this, the oscillation probability for the flavour transition α → β can be cal-

culated. Final flavour state ⟨νβ| can be written as a superposition of mass eigenstates

⟨νβ| =
∑

j Uβj ⟨νj|. The amplitude of measuring a neutrino with flavour state β at time t

and distance L is:

⟨νβ|να(t, L)⟩ =
∑
j,k

U∗
αjUβkexp[−iEjt+ ipjL] ⟨νk|νj⟩

=
∑
j

U∗
αjUβjexp[−iEjt+ ipjL],

(1.8)

yielding oscillation probability:

Pαβ(t, L) = |⟨νβ|να(t, L)| |2=
∑
j,k

U∗
αjUβjUαkU

∗
βk exp[−i(Ej − Ek)t+ i(pj − pk)L].

(1.9)

In the measurement of neutrinos, the precise creation time of the neutrino is an unknown.

Integrating over time t yields the oscillation probability in terms of propagation distance

L:

Pαβ(L,E) =
∑
j,k

U∗
αjUβjUαkU

∗
βkexp[i(

√
E2 −m2

j −
√
E2 −m2

k)L] δ(Ej − Ek)

≈
∑
j,k

U∗
αjUβjUαkU

∗
βk exp[−i

∆m2
jk L

2E
]

(1.10)

where in the second line, a Taylor expansion in the mass square difference and the ap-

proximation that the neutrino mass difference is much smaller than the neutrino energy

|mj −mk|<< E = Ej = Ek were applied. This can also be written as:

Pαβ(L,E) ≈
∣∣∣∣U


1 0 0

0 exp[−i∆m2
21 L

2E
] 0

0 0 exp[−i∆m2
31 L

2E
]

U †
∣∣∣∣2 (1.11)
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The 3×3 mixing matrixU in equation 1.4 transforms between the flavour and mass eigen-

states: 
νe

νµ

ντ

 =


Ue1 Ue2 Ue3

Uµ1 Uµ2 Uµ3

Uτ1 Uτ2 Uτ3



ν1

ν2

ν3

 (1.12)

For a general 3×3 complex matrix, there are 18 real, independent parameters. The uni-

tarity of U causes the loss of 9 parameters. This can be written in terms of 3 real an-

gles and 6 complex phases. A further 5 complex phases can be removed with field

rephasing νj → eiϕjνj , where να → eiϕjνα leaves the Lagrangian in 1.2 unchanged.

This leaves 4 independent physical parameters, summarised in the Pontecorvo-Maki-

Nakagawa-Sakata (PMNS) matrix, with 3 real parameters in the form of mixing angles

θ12, θ13, θ23 and 1 complex phase δCP that allows for CP violation. The PMNS mixing

matrix is commonly parameterised as:

UD =


1 0 0

0 c23 s23

0 −s23 c23




c13 0 s13e
−iδCP

0 1 0

−s13e−iδCP 0 c13




c12 s12 0

−s12 c12 0

0 0 1



=


c12c13 s12c13 s13e

−iδCP

−s12c23 − c12s23s13e
−iδCP c12c23 − s12s23s13e

−iδCP s23c13

s12c23 − c12c23s13e
−iδCP −c12s23 − s12c23s13e

−iδCP c23c13


(1.13)

where cij ≡ cos θij and sij ≡ sin θij . As will be seen in section A.2, neutrinos can

be described as Dirac or Majorana particles. In the case that neutrinos are Majorana

particles, it is not possible to rephase Majorana fields, as the Majorana mass term is not

left invariant under the rephasing of the fields. This leads to extra Majorana phases ϕ1

and ϕ2. The Majorana mixing matrix is related to the Dirac version in eqn. 1.13 as

UM = UDPM , where PM = diag(1, eiϕ1 , eiϕ2). That is, in the case that neutrinos are

Dirac fermions, phases ϕ1 and ϕ2 are both zero and PM = I . These Majorana phases do

not produce any observable effect in the measurement of neutrino oscillations [34].
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1.2.1 CP violation

Due to the existence of complex phase δCP , particle-antiparticle symmetry is violated.

The measurable difference due to CP violation can be expressed as the difference in

transition probabilities for particles and antiparticles:

∆Pαβ ≡ Pαβ − Pᾱβ̄ (1.14)

The transition probability for antineutrinos Pᾱβ̄ is calculated in the same manner as equa-

tion 1.10, except the mixing matrix is complex conjugated. ∆Pαβ is therefore:

∆Pαβ(L,E) ≈
∑
j,k

U∗
αjUβjUαkU

∗
βk exp[−i

∆m2
jk L

2E
]−

∑
j,k

UαjU
∗
βjU

∗
αkUβk exp[−i

∆m2
jk L

2E
]

=
∑
j ̸=k

(U∗
αjUβjUαkU

∗
βk − UαjU

∗
βjU

∗
αkUβk) exp[−i

∆m2
jk L

2E
]

= 2i
∑
j ̸=k

Im(U∗
αjUβjUαkU

∗
βk) exp[−i

∆m2
jk L

2E
]

(1.15)

It can be seen that for a survival measurement oscillation experiment where α = β,

then ∆Pαβ(L,E) = 0, meaning the oscillation process conserves time symmetry (T)

(where initial and final states are exchanged). Assuming CPT symmetry, CP is therefore

conserved also, meaning the oscillation process is identical for particles and antiparticles.

Eqn. 1.10 was applied in the reactor antineutrino analysis presented in this work.

The quantity in the final line is generally parameterised from the leptonic mixing matrix

U as:

J ≡ Im(U∗
αjUβjUαkU

∗
βk) = ±c12s12c23s23c213s13sin δCP (1.16)

J is known as the Jarlskog invariant. Its value is only non-zero if all 3 mixing angles are

also non-zero.
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1.2.2 Two Neutrino Example

For the purposes of demonstration it is useful to consider the case that where there are

only 2 flavours of neutrino (which can still effectively describe experimental results in

certain energy regimes). In the 2-flavour case, for example considering only e and µ,

the unitary matrix U is replaced with a 2×2 matrix. Applying the previously discussed

constraints on U yields a single real parameter θ. It can be seen that complex phase

parameter δCP is a consequence of having 3 neutrino flavours, not appearing for the case

of 2 neutrinos. The 2×2 version of U can be parameterised as:

U =

 cos (θ) sin (θ)

−sin (θ) cos (θ)

 (1.17)

The flavour transition probability in equation 1.10 becomes:

P 2−flav
eµ (L,E) = sin2(2θ) sin2

(
∆m2 L

4E

)
(1.18)

1.3 Oscillation in Matter

(a) (b)

Figure 1.1: Neutrino interactions with matter mediated by the (a) charged current interaction (b)
neutral current interaction (with electrons, protons and neutrons).

For neutrinos propagating through matter (e.g. propagating through the Earth, Sun) one

must account for interactions with the matter on their journey until their eventual de-

tection. Neutrinos can interact without any momentum transfer with electrons, protons

and neutrons through CC and NC interactions. Feynman diagrams summarising these
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interactions are shown in figure 1.1. These interactions are both contained in the weak

interaction Lagrangian shown in eqn. 1.2. For energies E ≪ MW , the interaction can

be described using the effective Hamiltonian in Fermi’s theory of β decay. For the CC

interaction, the Hamiltonian can be written as [35]:

HCC
eff =

GF√
2
[ν̄eγ

µ(1− γ5)νe][ēγ
µ(1− γ5)e] (1.19)

Considering the electrons which neutrinos can interact with in matter as being static, the

Hamiltonian used to describe neutrinos’ propagation through matter is calculated using

the expectation of the electron field e:

HCC
eff =

GF√
2
[ν̄eγ

µ(1− γ5)νe] ⟨[ēγµ(1− γ5)e]⟩

=
GF√
2
[ν̄eγ

µ(1− γ5)νe]

ˆ
d3pef(p)

1

2

∑
s

⟨e(p, s)| ēγµ(1− γ5)e |e(p, s)⟩ ,

(1.20)

summing over electron spins s and momentum p, where f(p) is the electron momentum

distribution normalised to the electron number density:
´
d3pf(p) = ne

The calculation eventually yields:

HCC
eff = VCCνeLγ

0νeL, (1.21)

where VCC is the charged current potential:

VCC ≡
√
2GFne. (1.22)

A similar calculation yields the NC potential experienced by a propagating neutrino due

to interactions with electrons, protons and neutrons. The contributions due to protons and

electrons cancel, leaving the NC potential in terms of the neutron density:

VNC ≡ − 1√
2
GFnn (1.23)

Armed with the interaction potentials, the impact to neutrino oscillation can be seen in
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the calculation of the transition probability by recalling eqn. 1.9:

Pαβ(L) =
∑
j,k

U∗
αjUβjUαkU

∗
βkexp[i(ϕj − ϕk)] δ(Ej − Ek) (1.24)

The phase ϕj ≡ pjL in the case of vacuum oscillations was previously well-defined by

the masses of the neutrinos, whereas in the case of matter interactions, potentials VCC and

VNC must now be accounted for. The momentum eigenstates can be calculated, assuming

V ≪ H as:

p ≡
√
(H − V )2 −M2 ≈ H − M2

2H
− V (1.25)

For the sake of simplicity, the 2-flavour approximation is used onward for demonstration.

Contributions impacting all neutrino flavours equally, i.e. proportional to the identity ma-

trix, do not change the oscillation probability. The interaction potential V can therefore

be written only in terms of the CC component, involving νe interaction:

V ≡

VCC/2 0

0 −VCC/2

 (1.26)

Assuming that E is equal for all momentum eigenstates: H → E. The momentum

eigenstates can be calculated from the diagonalisation of

−∆m2

4E

 cos θ sin θ

−sin θ cos θ

−cos θ sin θ

sin θ cos θ

−

VCC/2 0

0 −VCC/2


=

−∆m2

4E
cos 2θ + VCC/2

∆m2

4E
sin 2θ

∆m2

4E
sin 2θ ∆m2

4E
cos 2θ − VCC/2

 (1.27)

The diagonalisation of the H (subtracting contributions proportional to the identity ma-

trix) allows the oscillation probability to be written in the same form as the 2-flavour

oscillation probability in a vacuum, in eqn. 1.18. This can be done by defining ∆meff

19



CHAPTER 1. INTRODUCTION 1.3

and θeff such that:

−

cos θeff −sin θeff

sin θeff cos θeff

−∆m2

4E
cos 2θ + VCC

∆m2

4E
sin 2θ

∆m2

4E
sin 2θ ∆m2

4E
cos 2θ

 cos θeff sin θeff

−sin θeff cos θeff


=

−∆m2
eff

4E
0

0
∆m2

eff

4E

 ,

(1.28)

where the effective mass difference along the diagonalised Hamiltonian is:

∆m2
eff = 2E

√(
VCC − ∆m2

2E
cos 2θ

)2

+

(
∆m2

2E

)2

sin2 2θ, (1.29)

and the effective mixing angle which diagonalises the Hamiltonian in matter is

sin 2θeff =
∆m2

2E
sin 2θ√

(VCC − ∆m2

2E
cos 2θ)2 +

(
∆m2

2E

)2
sin2 2θ

(1.30)

Assuming the electron number density is constant along the path of propagation for a

neutrino, equation 1.24 can be written in terms of the effective mass and mixing angles,

in the same form as the vacuum form in eqn. 1.18.

Pαβ(L) ≈
∣∣∣∣
 cos θeff sin θeff

−sin θeff cos θeff

exp[i
∆m2

effL

4E
] 0

0 exp[i
∆m2

effL

4E
]

cos θeff −sin θeff

sin θeff cos θeff


αβ

∣∣∣∣2
(1.31)

The consequence of matter interactions has drastic consequences for the observed effec-

tive mixing angle in eqn. 1.30. The Mikheyev-Smirnov-Wolfenstein (MSW) resonance

condition occurs when sin 2θeff is maximal, irrespective of the vacuum mixing angle

value θ [36]. Resonance occurs when the electron number density reaches the value of:

VCC =
√
2GFne =

∆m2

2E
cos 2θ (1.32)

Figure 1.2 demonstrates the 2-flavour value of sin 2θeff for various values of vacuum
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mixing angle θ, against neutrino energy. The resonance at ∼10GeV, for all values of θ,

correspond to energies accessible in modern neutrino beam experiments. For the reactor

antineutrino analysis presented later in this work, it can be seen for low energy neutri-

nos (reactor and geo-antineutrinos having energies O(MeV)), sin 2θeff ≈ sin 2θ. Matter

interactions were expected to play a negligible role in the SNO+ antineutrino analysis.

A calculation of the effect matter interactions have on geoneutrino oscillation measure-

ments is discussed in section 6.3.1.

Figure 1.2: Demonstration of the MSW resonance, showing the effective mixing angle against
neutrino energy for various values of the vacuum mixing angle. The average upper mantle mass
density of ∼3 g/cm3 was assumed, with ∆m2 = 2.5×10-3eV2.

Matter effects can provide a handle on the sign and magnitudes of neutrino mixing pa-

rameters, not accessible in vacuum oscillation measurements. The positive value of in-

teraction potential VCC for neutrinos, constricts the sign of ∆m2, depending on mixing

angle θ. Solar neutrinos are impacted by matter interactions as they propagate outwards

from the core (where νe are produced). Matter interactions have also allowed for investi-

gations of the differences between neutrinos and antineutrinos, where the sign of VCC is

reversed for antineutrinos. These experimental measurements have shed light on the sign

and orderings of the neutrino masses, discussed in the upcoming sections.

1.4 Neutrino Oscillation Experiments

A variety of natural and manufactured neutrino sources, each producing neutrinos over

various energy scales, can be detected over various propagation distances (baselines) in

order to extract and measure each of theorised neutrino mixing parameters. Experiments
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also vary in the manner of the oscillation measurement, whether a survival probability is

measured Pα→α (disappearance) or the experiment allows for the measurement of flavour

transitions Pα→β (appearance). The next section discusses the current uncertainty in the

mass orderings of the 3 neutrino states, named the ‘mass hierarchy’.

1.4.1 Mass Hierarchy Uncertainty

The oscillation probability in eqn. 1.10 shows that vacuum oscillation measurements are

only sensitive to the absolute magnitude of the mass differences between the neutrino

mass states. However, solar neutrino oscillation measurements are impacted by matter

interactions and have clarified the sign of ∆m21 as positive, while the sign of ∆m31 has

not yet conclusively been measured at the time of writing this thesis.

Figure 1.3 demonstrates the two possible neutrino mass hierarchies due to the unknown

sign of ∆m31. The figure labels ∆m2
32 and ∆m2

21 as the atmospheric and the solar mass

differences. The next section introduces various neutrino oscillation experiment types,

and the parameters to which they are sensitive.

Figure 1.3: Sketch demonstrating the two possible mass hierarchies. The coloured regions rep-
resent the relative proportions each neutrino flavour eigenstates making up each mass eigenstate
(the uncertainties in δCP are not shown here, the colour bands only represent approximate flavour
proportions). Plot was taken from [37].

1.4.2 Experimentally Accessing Mixing Matrix Components

Depending on the approximations allowed for the baseline and energies measured in

a given neutrino oscillation experiment, a 2-neutrino picture can provide a meaningful

description of the physics and highlight the dominant mixing parameters for which each
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experiment type is most sensitive.

1.4.2.1 Solar Oscillations

Considering the PMNS matrix in eqn. 1.13, its complexity can be reduced by the assump-

tion that the value of θ13 has been measured as very small and can be approximated as

zero. Solar fusion reactions in the core provide a source of pure electron neutrinos (and

electron antineutrinos due to interactions with the solar magnetic field [38]). Solar neutri-

nos do not have sufficiently large energies to produce muons upon interaction, therefore

solar oscillation experiments aim to measure the disappearance νe to extract mixing pa-

rameters. Defining a new basis of neutrino flavours in terms of the non-electron neutrino

flavours νµ, ντ : νx
νy

 ≡

c23 −s23
s23 c23

νµ
ντ

 (1.33)

Combining the new basis with the θ13 ≈ 0 approximated mixing matrix, yields a mixing

matrix describing mixing between νe and non-electron flavour νx, dependent only on

mixing and θ12, moving the mixing to a 2 neutrino flavour picture:
νe

νx

νy

 =


c12 s12 0

−s12 c12 0

0 0 1



ν1

ν2

ν3

 (1.34)

It can be seen that solar experiments are dominantly sensitive to ∆m2
21 and θ12 (although

there is still some sensitivity to θ13).

1.4.2.2 Atmospheric/Accelerator Oscillations

Measurement of higher energy neutrinos allows access to alternate portions of the mixing

parameters. Referenced previously, atmospheric neutrinos are high energy neutrino pro-

duced in hadronic showers from cosmic ray interactions in the atmosphere. The neutrinos

generated in these interactions are primarily in the range of 100 MeV to 10 GeV [39].

The pions produced in these interactions decay into muons, which subsequently yield νe,
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νµ and antiparticles:

π− → µ− + νµ , π
+ → µ+ + ν̄µ

µ− → e− + νe , µ
+ → e+ + ν̄e

(1.35)

Beams of high energy neutrinos can also be produced artificially in accelerator facilities.

High energy pion and muon production facilities can produce a well-controlled source

of νe/µ and their antiparticles. The T2K experiment samples from a neutrino beam pro-

duced at the J-PARC proton beam facility, with neutrinos of around 600MeV reaching

the Super-Kamiokande far-detector situated approximately 300km away from the beam

[40]. The MINOS and NOνA experiments share the NuMI neutrino beam, situated at

735km and 810km from Fermilab, respectively [41][42].

It has been seen already from previous neutrino oscillation experiments that ∆m2
21 ≪

∆m2
31. Regarding again the transition probability matrix in eqn. 1.11, typical accelerator

and atmospheric neutrinos energies and baselines comfortably satisfy 2E ≫ ∆m2
21 L,

leading to the approximation exp[−i∆m2
21 L/2E] ≈ 1. In doing so, matrix elements in

U can be commuted past the diagonal matrix diag(1, 1, exp[−i∆m2
31 L/2E]), cancelling

with U †. Applying θ13 ≈ 0 again, the remaining transition probability depends only on

mixing angle θ23:

Pαβ(L,E) ≈

∣∣∣∣∣∣∣∣∣


1 0 0

0 c23 s23

0 −s23 c23



1 0 0

0 exp[i
∆m2

21L

2E
] 0

0 0 exp[i
∆m2

31L

2E
]



1 0 0

0 c23 −s23
0 s23 c23


∣∣∣∣∣∣∣∣∣
2

(1.36)

The 2 flavour picture highlights the dominant sensitivity of atmospheric and long baseline

accelerator survival measurements to mixing angle θ23.

As mentioned, high energy neutrino beams travelling through the Earth’s crust may ex-

perience the MSW resonance. Beyond the 2 flavour demonstration, atmospheric and

accelerator experiments also have sensitivity to the sign and magnitude of ∆m2
32 and

θ13. Beam experiments that can produce νµ and ν̄µ can also access δCP . The T2K and

NOνA experiments have made measurements of δCP , where the preferred values from
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each measurement currently shows tension. The next generation of long baseline accel-

erator neutrino experiments, Hyper-K and DUNE, are expected to measure CP-violation

conclusively [43][44].

1.4.2.3 Reactor Oscillations

Nuclear reactors emit large flux of antineutrinos due to the fission reactions occurring in

their cores, discussed in detail in chapter 5. Reactors provide a fixed-distance source of

antineutrinos with a well-known energy spectrum and flux.

Expanding the 3 neutrino vacuum transition probability in eqn. 1.10, considering electron

neutrino survival ν̄e → ν̄e:

Pν̄e→ν̄e(L,E) =1− cos4sin2(2θ12)sin
2(
∆m2

21 L

4E
)−

sin2(2θ13)[sin
2(θ12)sin

2(
∆m2

32 L

4E
) + cos2(θ12)sin

2(
∆m2

31 L

4E
)]

(1.37)

The factors proportional to L/E are often written in terms of units typical of reactor

experiment baselines:
∆m2

ij L

4E
=

1267∆m2
ij [eV

2]L[km]

E[MeV ]
.

Using current global PDG measured values for mixing angles, summarised in table 5.3,

figure 1.4 shows the survival probability calculated versus reactor baseline distance, ap-

plying eqn. 1.37. Survival probabilities at each distance have been weighted according to

the expected measurable antineutrino energy spectrum from a PWR type nuclear reactor

(see chapter 5). Measurable antineutrinos from reactor cores range in energy approxi-

mately 1.8 – 10 MeV. Reactor experiments are separated into two categories depending

on the reactor-detector baselines. Marked in figure 1.4 are the points of optimal baselines

for short and medium baseline experiments.

Short Baseline Reactor Experiments Short baseline reactor experiments are optimal

for the measurement of small mixing angle θ13. For reactor energies, at short distances

O(km), applying the approximation ∆m2
21 L/4E ≪ 1 to eqn. 1.37 yields a survival
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Figure 1.4: Plot of the survival probability using equation 1.37 where the survival probability at
each distance was integrated over the expected measurable reactor antineutrino energy spectrum
of a PHWR type nuclear reactor (figure 5.4)

predominantly dependent on θ13:

Pν̄e→ν̄e(L,E) → 1− sin2(2θ13)sin
2(θ12)sin

2

(
∆m2

ee L

4E

)
(1.38)

where ∆m2
ee = cos2(θ12)∆m

2
21 + sin2(θ12)∆m

2
32. The mixing parameters are extracted

experimentally by fitting the L/E distribution measured in data. Figure 1.4 points to the

optimal baseline to observe neutrino oscillations dominated by the value of θ13. Exper-

iments such as Daya Bay, RENO and Double Chooz have made measurements of this

parameter and all occupy the 1–2 km baseline region [45][46][47].

Medium Baseline Reactor Experiments Medium Baseline Reactor are more profi-

cient than their small baseline counterparts in the extraction of ∆m2
21, with typically

smaller sensitivities to θ12 and θ13. This thesis focuses on the measurement of ∆m2
21 and

to a limited extent θ12 in the SNO+ detector, measuring reactor antineutrinos.

Figure 1.5 displays the ν̄e survival probability against reactor antineutrino energy, for a

fixed baseline distance of 240km (the distance between SNO+ and the nearest nuclear

reactor). Slow and fast sinusoidal variations are visible in the probability against energy,

where the slow component is dictated by the value of small mass difference ∆m2
21 and

fast component decided by the larger ∆m2
32 (and the assumed mass hierarchy). The small,

fast variations in the survival probability cannot be resolved by the current generation of

medium baseline reactor experiments. The JUNO experiment aims to measure these
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components and resolve the neutrino mass hierarchy problem. JUNO plans to have an

energy resolution of at least 3% at 1MeV to achieve this [48]. Figure 1.6 displays the

expected JUNO reactor antineutrino energy spectrum, showing the unoscillated signal,

with the oscillated spectra assuming NO and IO. The JUNO experiment is being built

with a baseline of 53 km to a pair of nuclear reactors, placing it in the optimal region for

medium baseline measurements, as seen in figure 1.4.

Figure 1.5: Antineutrino survival probability vs energy, assuming a baseline of 240km. The black
line represents eqn. 1.37, while the red reflects the approximated version in eqn. 1.39

Figure 1.6: The expected antineutrino energy spectrum at JUNO, showing the unoscillated signal,
along with oscillated signals for NO and IO. Plot taken from [49]

1.4.2.4 Current Measurements of ∆m2
21

Returning to current generation of reactor experiments, the current world-leading mea-

surement of ∆m2
21 was made by the KamLAND experiment, which had a flux-weighted

average reactor baseline of ∼180 km [50]. Neutrino beam experiments such as T2K, Mi-

nos/Minos+, and NOνA have placed constraints on the oscillation parameters ∆m2
32 and

θ23, with T2K and NOνA also making the only measurements at present of δCP . Equa-
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tion 1.36 presented the sensitivity that neutrino beam experiments (to a smaller degree)

also have to ∆m2
21. The uncertainty in the current measurement of ∆m2

21 subsequently

impacts the interpretation of neutrino beam results, making its precise measurement par-

ticularly relevant. The following section discusses the precise measurement of ∆m2
21

made previously by the KamLAND experiment. At the time of writing, there has not

been another measurement of ∆m2
21 since the KamLAND experiment and the occur-

rence of the 2011 Tōhoku earthquake in Japan, causing the shutdown of the majority of

Japanese nuclear reactors. Solar neutrino measurements by SNO and Super-K have also

made smaller contributions to the ∆m2
21 global value, with larger associated uncertain-

ties. The combined SNO and Super-K solar result slightly disfavours the KamLAND

measured value of ∆m2
21 by ∼1.4σ. It will be seen in the next section, that the an-

tineutrino signal at SNO+ originates predominantly from 3 nuclear reactors 240–250 km

from the detector. This provides an ideal opportunity for an independent measurement of

∆m2
21 in a medium baseline reactor experiment.

1.4.3 The KamLAND and SNO+ Reactor Antineutrino Analyses

The measurement reactor antineutrinos to extract neutrino oscillation parameter ∆m2
21 at

SNO+ is presented in this work. The manner of the analysis is strongly comparable to the

current world-leading measurement of ∆m2
21, made by the KamLAND experiment, fol-

lowing their first report of reactor antineutrino oscillation in 2004 [51]. The KamLAND

detector is, similar to SNO+, a kilotonne-scale liquid scintillator detector, but equipped

with approximately 1900 photomultiplier tubes, versus the 9400 for SNO+. The value

of ∆m2
21 can be extracted by measuring the energy spectrum of reactor antineutrinos,

the subject of chapter 7. For current experiments, such as SNO+, the variations in sur-

vival probability due to terms containing ∆m2
3l can be averaged over, to approximate eqn.

1.37:

Pν̄e→ν̄e(L,E) ≈ 1− 1

2
sin2(2θ13)− cos4(θ13)sin

2(2θ12)sin
2

(
∆m2

21 L

4E

)
= sin4(θ13) + cos4(θ13)− cos4(θ13)sin

2(2θ12)sin
2

(
∆m2

21 L

4E

) (1.39)
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Figure 1.7 displays the measured energy spectrum of reactor antineutrinos arriving at

the KamLAND detector, where the expected signal + background spectrum including

neutrino oscillations are represented by the blue lines, in agreement with the data shown

in black. The expected spectral shape without neutrino oscillation is also included, shown

in dashed black. From these spectra, KamLAND made measurements of ∆m2
21 and θ12:

∆m2
21 = 7.58+0.14

−0.13(stat)
+0.15
−0.15(sys)

tan2θ12 = 0.56+0.10
−0.07(stat)

+0.10
−0.06(sys)

(1.40)

Figure 1.7: The oscillated reactor antineutrino energy spectrum measured at KamLAND, take
from [52].

Compared to the KamLAND experiment, the number of nearby active reactors near

SNO+ is much smaller. The three nearest reactors to SNO+ are the Bruce, Pickering

and Darlington nuclear reactors, located at a distance of approximately 240, 340 and

350km, respectively. These reactors make up ∼60% of the total reactor antineutrino sig-

nal at SNO+. Although there are fewer contributing reactors compared to when the Kam-

LAND experiment, the Canadian reactors are conveniently located close to one another,

such that a strong, distinct oscillation signal may be measured at SNO+. Figure 1.8 shows

the locations of nuclear reactors that were expected to contribute antineutrino events at

the SNO+ detector for the antineutrino analysis presented in this work. World reactors

are expected to produce ∼200 measurable antineutrino events per year (unoscillated),

potentially interacting with any of the ∼ 1032 free protons in the full SNO+ scintillator

volume. Chapter 5 discusses the calculation of the oscillated reactor antineutrino spec-
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trum, while chapter 6 examines the measurement of the antineutrino energy spectrum in

the SNO+ detector, allowing for the extraction of oscillation parameters.

Figure 1.8: Active nuclear reactors within 700km of SNO+ (2020). Map image taken from Google
Maps, 2021.

The observation of neutrino oscillation indicates the existence of neutrino mass. Ap-

pendix A examines the nature of the neutrino mass mechanism, where they may be de-

scribed as Dirac or Majorana particles. These discussions lead to the main of goal of

the SNO+ experiment, a search for neutrino-less double beta decay (0νββ), connected to

background measurements presented in chapter 4 and appendix B.

30



2 | The SNO+ Experiment

This chapter introduces the SNO+ detector and describes the past, current and future

phases of the experiment. Also discussed are the principles of detection in each exper-

imental phase and the hardware and software used to extract and compile interesting

physics data.

2.1 The SNO+ Detector

The SNO+ experiment employs the use of a large liquid scintillator detector located in

(the middle of nowhere) Sudbury, Ontario, Canada. The detector itself is located in a

cavern in SNOLAB, a class-2000 cleanroom lab facility1, at a depth of 2km in Creighton

Mine - a currently active copper mine (figure 2.1(b)). The huge mass of rock overhead

(5890±94 meter water equivalent (m.w.e.)) allows for the experiment, a very low muon

flux (0.27µ/m2/day) [54]. This, along with the stringent levels of cleanliness of the lab

allows the detector to achieve very low levels of background radiation [55]. Chapter 6

outlines the impact muons can have in the reactor antineutrino analysis.

The SNO+ detector takes mostly after its namesake, the SNO experiment, which was a

Cherenkov detector operating with 1 kilotonne of heavy water as its target volume [56].

A majority of the hardware was reused following the approval of the SNO+ experiment,

but there were notably a number of upgrades carried out on the original SNO detector’s

data acquisition system [57]. The detector has undergone, and will go through, a number

transition stages towards its eventual goal of searching for 0νββ in the Te-loaded liquid

scintillator phase of the experiment (appendix A).

Figure 2.1(a) shows a comparison of the measured muon flux for a number of under-

ground laboratories. Borexino in the Laboratori Nazionali del Gran Sasso, KamLAND

in the Kamioka Observatory and JUNO in the Jinping Labratory, are kilotonne-scale neu-

trino detectors referenced throughout this work.

1where a class-1000 cleanroom has a maximum number of 106 particles (> 0.1µm in size) per cubic
metre [53]. Ordinary room air is approximately class-1,000,000.
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(a) (b)

Figure 2.1: (a) Measured Muon flux against its depth for various experiments. Plot taken from
[58] (b) Schematic showing SNOLAB’s location in Creighton Mine.

(a)

(b)

Figure 2.2: (a) Schematic of a cross-section of the SNO+ detector (b) Fish-eye lens view of the
inside of the SNO+ Detector

The SNO+ detector has the highest photocathode coverage of any operational kilotonne-

scale liquid scintillator or Cerenkov detector to date [59]. Coverage is defined by the

fraction of 4π solid angle from the centre of the Acrylic Vessel (AV) is watched by the

photocathode surface on the photomultiplier tube (PMT) light detectors, where the cov-

erage by photocathode surface is calculated to be 31%. Each PMT in the detector is

surrounded by light concentraters, each in the shape of a Winston cone (figure 2.10(b)),

to improve light collection [60]. These light concentrators increase the effective cover-

age to 59%. Accounting for the imperfect reflectivity of the reflective surfaces on the

concentrators brings this down to 54% [59]. Furthermore, since these concentrators were

installed in the original SNO experiment, the reflectors have degraded over time, and the
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54% effective coverage represents more of an upper limit on the coverage. More detail

on the PMT light detectors can be seen in section 2.5.

The centre of the SNO+ detector corresponds to the target volume, the liquid used for

the detection of particle interactions. This liquid is contained within the AV - a spherical,

transparent acrylic container 6m in radius, 5.5cm in thickness. Supporting the AV from

above are tensylon ropes called the hold-up ropes, attached to the AV at the belly-plates.

These are small regions of double-thickness acrylic on the horizon of the AV. As part of

the upgrade from SNO to SNO+, the AV was also fitted with another set of hold-down

ropes, to account for the change in buoyancy of the AV when water contained within was

exchanged with less-dense liquid scintillator. At the top of the AV is the neck, a 6.8m

tall cylindrical extension to the AV also constructed from acrylic, through which the

detection medium is passed into the AV. The deck is the area directly above the detector

where detector operators can access for maintenance and detector calibration. Further

out from the AV is the PMT support structure (PSUP) upon which approximately 9400

inward-facing PMTs are affixed at an average radius of 8.4m from the centre of AV. Also

attached to the outside of the PSUP are 91 outward-looking (OWL) PMTs, which are

used in the identification of energetic cosmic muons entering the detector. 7kt of purified

water fills the region between the AV and the PSUP, shielding the detection medium from

the intrinsic radioactivity contained within the PMTs.

Chapter 9 explores a proposed alternative design for the next generation of large-scale

scintillator detectors.

Apart from the primary physics goal of searching for the 0νββ decay, the size, high PMT

coverage and low background rate of SNO+ detector allows for a wide range of physics to

be explored. This includes the measurement of solar neutrinos [55], supernovae neutrinos

[61], exotic physics searches [62], along with the subject of this thesis, the measurement

of reactor antineutrinos originating from the nuclear reactors surrounding SNO+. The

next section summarises each of the experimental phases the SNO+ detector.
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Figure 2.3: Summary of the various phases of the SNO+ experiment. Results presented in this
work include the water and partial fill phases.

2.2 SNO+ Experimental Phases

The different stages of the the SNO+ experiment are defined by the target medium con-

tained within the spherical AV (see figure 2.3). The period of time over which the work

presented here was carried out, spanned over the water phase as well as the partial fill

phase.

Water Phase Following the upgrade from SNO, the detector was first filled with 905t

of ultra-clean light water, reaching a very low contamination level of 4.2×10-15gU/gH2O

and 3×10-16gTh/gH2O. After an extended period of data-taking in the water phase, the

contamination present in the detector was measured to a high degree of precision, where

the measurements made could be used going forward into the following phases of the

experiment. Amidst these very low background levels, a nucleon decay search and a solar

neutrino measurement were carried out [62][55]. Appendix B presents a background

analysis carried out in the water phase, measuring the radiation emitted by the hold-down

and hold-up ropes in the SNO+ detector.

Pure Scintillator Phase (+ Partial Fill Phase) The second SNO+ phase involved re-

placing the light water with liquid scintillator. The SNO+ experiment was impacted (as

was the rest of the world) by the Covid-19 pandemic, where the scintillator fill was in-

terrupted at the beginning of 2020, leaving 365 of the total 780 tonnes of scintillator in

detector for an extended period. The immiscibility of water and the liquid scintillator
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lead to the formation of a water-scintillator interface. The two liquid system configura-

tion constituted an unexpected experimental phase with stable detector conditions, over

which physics analyses were carried out. Chapters 4 and 7 both involve analyses carried

out over the partial fill phase. Figure 2.4 shows photos taken during the partial fill period,

where the liquid interface has been highlighted with a white line and arrow (where the

less-dense scintillator is floating above the water). The interface level was located at a

z-position of 0.75m for the duration of this period (where (x,y,z) = (0,0,0) was defined by

the centre of the AV sphere).

(a) (b)

Figure 2.4: (a) Fish-eye photo of the SNO+ water-scintillator interface during the partial fill phase.
(b) Approximate position of the camera used in (a).

The partial fill phase had 365t of scintillator, and a scintillator makeup of LAB + 0.5g/L

PPO (discussed in section 2.3.2.1). At the time of writing this work, the scintillator fill

has been completed, with 780t of scintillator added into the AV. There will be a period

of time spent in the pure scintillator phase to allow for detector stabilisation, calibration

and background measurements, in preparation for the Te-loaded phase. PPO has been

added in batches to increase the PPO concentration in the filled detector towards the

target concentration of 2g/L.

Te-loaded Scintillator Phase Following the pure scintillator phase, the third phase will

involve the loading of 130Te to the scintillator where the search for 0νββ will begin.

The following section outlines the mechanisms by which the water and scintillator media

produce detectable light. Chapter 3 discusses event reconstruction in each medium.
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2.3 Optics

This next section outlines the physical processes that allows for the detection of MeV-

scale radiation in the SNO+ detector over the water and scintillation phases respectively.

Energetic charged particles (e.g. an electron scattered by a neutrino) can deposit energy

in the target medium at the centre of the SNO+ detector. This energy is converted to

optical photons which then propagate out to the PMTs, where they can be detected.

2.3.1 Water Phase - Cherenkov Radiation

An energetic, charged particle travelling through a dielectric medium can emit Cherenkov

radiation if it is travelling at a speed faster than the speed of light within that medium. An

energetic charged particle passing by water molecules, which are polar in nature, causes

them to align towards the direction of the charge, polarising the medium. When the

charged particle has passed sufficiently far beyond a given section of polarised molecules,

they will revert to their original orientations, emitting radiation during the de-polarisation

process due to the dipoles oscillating. The threshold speed is dictated by the speed of the

medium’s response to the passing particle through depolarisation. Polarisation occurs

for both slow-moving and above Cherenkov-critical speed charged particles. The sketch

in figure 2.5 shows a slow and fast moving particle passing by polar molecules. For

a slow moving particle, the net polarisation for dipoles pointing towards the charged

particle amounts to zero due to the their spherically symmetrical distribution. For a fast

moving charge, due to the finite response time of the dipoles, the dipoles point towards

the quickly moving charge. At this instant there is no longer a spherical symmetry in

the dipole distribution, yielding a net polarisation over the region in the wake of the

fast-moving charged particle.

The angle between the trajectory of the emitted Cherenkov photons and the trajectory of

the energy depositing superluminal charged particle is:

cos(θ)(λ) =
1

n(λ)β
, (2.1)
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Figure 2.5: Sketch demonstrating the polarisation of a molar medium for a (a) slow (b) fast
charged particle. Figure taken from [63].

where n(λ) is the refractive index of the detection medium and β is the speed of the

charged particle. In the ultra relativistic limit where β →1, the Cherenkov angle ap-

proaches 41.4◦ in water, which has a refractive index of 1.33. This is reflected in the

simulation of Cherenkov radiation in the SNO+ detector, seen in figure 3.3.

As the energetic particle emits Cherenkov radiation, it loses energy and slows down until

it is travelling below the threshold speed. The amount of Cherenkov light an energetic

particle gives off is described by the classical Frank and Tamm formula [63]. The number

of photons emitted per unit length can be written as:

dNγ

dx
= 2παz2

ˆ
1− 1

n2(λ)β2

dλ

λ2
, (2.2)

where α is the fine structure constant, z is the charge number of the energy depositing

charged particle. Visible is the wavelength dependence of the number of photons emitted,

in the form of λ−2 (demonstrating the blue glow often seen in photographs of nuclear

reactors cores). Integrating over the particle’s full track length in Monte Carlo (MC)

simulation, the total number of photons per MeV of incident particle can be calculated.

2.3.2 Liquid Scintillator Phases - Scintillation

The manner by which light is emitted in organic liquid scintillator is primarily through

the mechanisms of fluorescence and phosphorescence. An energetic particle passing by

the scintillator molecules making up the liquid scintillator, may excite electrons in the

scintillator molecule, which then emit photons upon the de-excitation of the molecule.
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The two scintillation categories, fluorescence and phosphorescence, are distinguished

by the time scale on which these excited states decay and emit radiation. The liquid

scintillators typically used in neutrino experiments, generally measure fluorescence and

phosphorescence occurring on the scales of ns to µs and ms to s respectively [64].

Scintillation may occur in an organic molecule due to the excitation of its valence elec-

trons. Organic scintillator molecules used in liquid scintillator detectors contain aromatic

rings2. In an aromatic ring, atoms are bonded together cyclically, through the overlap of

p-orbitals for adjacent atom in the chain.

Figure 2.6: Sketch of a benzene ring and the delocalised pi-bonds not used in C-C and C-H
bonding. Diagrams taken from [65].

In the case of benzene, the molecule’s planar geometry of 6 bonded carbons is due to the

formation of 3 sp2 orbitals by the n = 2 shell electrons. 3 electrons in their sp2 hybridized

orbitals each take part in σ bond, bonding to its 2 adjacent carbon neighbours in the

ring along with a hydrogen atom, yielding the 120◦ bond angles in the ring’s plane. The

last remaining n = 2 electron in carbon occupies a left over pz orbital where the z-axis

is perpendicular to the plane that the ring lies in [66]. The carbon atoms each have a

remaining unbonded z-oriented p-orbital, which overlap in space above and below the

ring, as shown in figure 2.6. This overlap creates a region of delocalised electrons which

gives benzene its aromaticity. The benzene structure yields an energy level structure for

the delocalised electrons with energy transitions favourable for optical light emission.

Excitement of these valence electrons may occur by elastic scattering or ionisation fol-

lowed by recombination, to a variety of excited singlet states (s = 0). Excitement from

ground states to triplet states (s = 1) is strongly reduced due to spin selection rules [67].

Scintillators can be characterised by a quantum yield, the probability of scintillation light

emission following its excitation. It is possible, through the overlap of excited energy

2a benzene ring in the case of linear alkylbenzene, used in the SNO+ scintillator cocktail
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level and the vibrational excited states of the ground state, that a scintillator molecule

de-excites without light emission, leading to a non-unitary quantum yield.

Phosphorescence (or delayed fluorescence) occurs when the excited electron occupies

and de-excites from the excited triplet state (s = 1), labelled T1 in figure 2.7. An electron

may reach this either through an inter-system crossing from a higher energy singlet state,

or more commonly, ionisation and recombination into a triplet state. Triplet states are

stable against decay to the ground singlet state, since the scintillating molecule must go

through a ‘forbidden’ spin conversion to produce unpaired electrons. These spin selection

rules yield longer lifetimes for the triplet states, corresponding to phosphorescence.

Figure 2.7: Sketch of the energy levels for π electrons in an organic scintillator molecule. S and
T denote singlet and triplet states and the lowercase index represents the energy level.

The light yield for scintillator was simulated in RAT (section 2.8) using the empirically

formed Birk’s law [68]:
dL

dx
= S

dE
dx

1 + kB
dE
dx

, (2.3)

where dL/dx is the emitted photon number per unit track length. S is the scintillator light

yield constant, dE/dx is the particle’s energy loss per track length, kB is Birk’s constant

defined for the given scintillating material.

2.3.2.1 SNO+ Scintillator cocktail

LAB Linear Alykyl Benzene (LAB) was chosen as the solvent for the SNO+ scintillator

cocktail. LAB was selected due to its high light yield, good α and β particle discrimi-

nation and can reach very high levels of purity. LAB also has good compatibility with
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acrylic and is a safe compound [69]. The low cost of LAB was also a critical consid-

eration, important in all kt-scale neutrino experiments. Figure 2.8 shows the LAB and

PPO molecular structures. As indicated in the figure, LAB chains can exist as a variety

of lengths, the SNO+ LAB chain lengths composition was measured in [70].

For a scintillation photon propagating in the scintillator, the absorption length dictates

how far it may travel before being reabsorbed by the medium itself. For large-scale

scintillator experiments, the impacts that scintillation light reabsorption have on light

yield and scintillator emission times must be accounted for. Extra fluors can be added to

the scintillator in order to counteract these effects.

PPO SNO+ will employ a primary fluor in the form of 2,5-Diphenyloxazole (PPO), at

an expected concentration of 2g/L. When a LAB molecule becomes excited, the purpose

of the fluor is to allow energy to transfer (according to a transfer efficiency) from LAB to

PPO, before the fluorescence occurs for the LAB molecule. These energy transfers are

dominantly non-radiative in nature. The fluorescence and absorption spectra for the PPO

fluor is shown in figure 2.9.

BisMSB (Te-loaded Scintillator phase) Secondary fluors, 1,4-bis(2-methylstyryl) ben-

zene (bisMSB) may also be added to further improve the light yield. PMTs can efficiently

detect photons of a finite range of wavelengths, as shown for the SNO+ tubes in figure

2.12(a). It can be beneficial to add a high quantum efficiency secondary fluor, which acts

as a wavelength-shifter, such that there is improved overlap of the emitted scintillation

light wavelengths and PMT efficiency. Figure 2.9 shows the emission spectra of PPO,

bisMSB including the PMT efficiency curve. It can be seen the the bis-MSB emission

spectrum has better overlap with the PMT efficiency, compared to PPO emission.

Energy may be absorbed by either LAB, PPO or bisMSB, where the assumed absorption

probabilities used in RAT simulations are shown in figure 2.9. In the simulation of the

SNO+ cocktail, LAB was assumed to have a transfer efficiency to PPO of 75% at a

concentration of 2g/L. The PPO quantum yield was assumed to be 80%, yielding a total

efficiency for absorption by LAB and emission by PPO of 60%. BisMSB can likewise

absorb and reemit, with a quantum yield of 96% [71]. Updated measurements of quantum
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Figure 2.8: Molecular structure of LAB (left) and PPO (right). Drawings taken from the SNO+
scintillator cocktail publication [69]

and transfer efficiencies can be seen in Ref. [69].

Figure 2.9: Absorption and Emission spectra for the LAB, PPO and bisMSB components in
the SNO+ scintillator cocktail. The left y-axis shows probability of emission, the right y-axis
corresponds to the sparsed dotted graphs showing absorption in units of mm−1. The black fine
dotted line shows the r1408 Hamamatsu PMT measured total detection efficiency (divided by 10
to fit on the graph) [72][69].

2.3.2.2 Scintillation Time Emission Profile

As discussed previously, the scintillation emission times of the SNO+ cocktail are char-

acterised by short and long decay times: fluorescence and phosphorescence. The added

fluors typically have emission times akin to fluorescence, on the order of ns also. The

majority of scintillation light for a scintillator and fluor mixture is emitted by way of

non-radiative transfer from the scintillator to the fluor. The total emission time spectrum

shape therefore is highly dependent on the concentration of fluors added. Fast emission

times are necessary for the reconstruction of energy, position and event type to a high

degree of resolution.
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Chapter 3 details the reconstruction of position and energy using time residual distribu-

tions. Chapters 8 and 9 discuss the impact scintillation times have on particle identifica-

tion and position reconstruction. The modelling and measurement of these scintillation

emission times are discussed further in chapter 4, where an in-situ measurement of these

timing parameters was made in the partial fill phase using tagged BiPo214 events.

2.3.2.3 Scintillator Quenching

While radiation in the form of protons, neutrons, α, β and γ particles are all commonly

produced in the SNO+ detector, the primary particle assumed to be the cause of detec-

tor triggering, are β particles. For example a γ particle produced in the detector will

Compton scatter many electrons along its path, where the scattered electrons produce the

detectable scintillation (and Cherenkov) light. Protons, βs and αs are all charged and

therefore can produce scintillation light when sufficiently energetic. The interactions in

the scintillator due to these particles however yield different scintillator emission times

and light yield due to their contrasting mass and resulting ionisation ability [73]. Chapter

4 contains in-situ measurements of the scintillator light yield and timing quenching due

to α particles compared to βs. Further discussions of particle identification using the

scintillator’s response to different particles is described further in section 8.2.2.

Introduced up to this point have been the different mechanisms of detection for each

medium. Each medium also presents a number of advantages and disadvantages when

compared to one another. Chapter 3 also compares the water and scintillator phases in

terms of event reconstruction.

2.4 Differences Between Water and Scintillator

At the start of SNO+, the emptied SNO detector spent a long period of time exposed to air

following the end of its operation. Filling the detector with water inside and out of the AV

reduced the pressure exerted on its delicate structure. The water fill phase also allowed for

the extraction of contamination embedded in the detector’s components. The water phase

also allowed for an independent characterisation of the PMTs’ responses (following a

long period without use), along with measurements of the backgrounds levels within the
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detector prior to the addition of scintillator. Many of these water phase measurements

will be repeated in the scintillation phase, allowing for comparison across phases.

Contamination One of the primary reasons to use scintillator instead of water to search

for the rare 0νββ decay is the contamination level of the medium itself. Since water is

a polar medium, it is difficult to purify from radio-impurities compared to its non-polar

scintillator counterpart. It is of critical importance in the 0νββ analysis to minimise

background rates, leaving scintillator as a prime candidate for SNO+ and its main physics

goal.

Direction One significant advantage water has over the liquid scintillators used in cur-

rent large scale experiments, is the ability to measure direction. It is possible to recon-

struct the direction of an event using the direction of the Cherenkov radiation cone. Direc-

tion reconstruction allows for the identification of neutrinos with fixed source positions

e.g. solar neutrinos (as was done previously in SNO), supernovae, reactor geoneutrinos.

Directionality is also beneficial for background reduction and event type identification

(e.g. identifying the two βs emitted back-to-back in a 0νββ decay). There is currently a

great deal of active research into scintillator cocktails and light collectors that allow for

both high light yield and direction reconstruction.

Light Yield The critical difference between the two media are the light levels emitted.

In giving up directionality in scintillation, it gives much higher light emission per unit

deposited energy. The increased number of triggered PMTs in an event allows for much

more precise position and energy reconstruction.

2.4.1 Addition of Te

The chosen organic liquid scintillator, for all its advantages, presented challenges in terms

of the loading of 130Te. The isotope was added in the form of telluric acid. Inorganic

compounds generally do not mix with organic liquids, prompting the development of a

novel loading technique by the SNO+ collaboration. The synthesis of tellurium butane-

diol (TeBD) was required in order to form a stable mixture of the Tellurium with the
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scintillator [74][75].

The addition of TeBD to the scintillator cocktail does not impact significantly the absorp-

tion or scattering. TeBD addition however quenches the scintillation mechanism in the

cocktail, leading to decreased light emission. Measurements of this decreased light yield

in the SNO+ cocktail were made in Ref. [75]. The mixing method employed yielded

mixtures with long-term stability and also allowed the scintillator to retain its high light

yield, optical clarity and radiopurity. Apart from light yield changes, the addition of
130Te will increase the overall background rate in the detector, predominantly in the form

of 2νββ decays.

2.5 PMTs

(a) (b)

Figure 2.10: Schematics of the r1408 Hamamatsu Photomultiplier Tube (measurements are in
units of cm).

The SNO+ detector is equipped with approximately 9400 r1408 Hamamatsu PMTs, each

8" in diameter, of dimensions shown in figure 2.10(a). When a photon arrives at the pho-

tocathode - the metallic film coating the glass of the tube, an electron (photoelectron) may

become freed from the metal via the photoelectric effect [76]. A high voltage of ∼2000V

is applied across the photocathode and the anode in the base of the PMT. The field due to

this voltage accelerates the photoelectron (p.e.) to the bottom of the PMT. Also contained

in the base are many dynode layers, on which secondary electron emission may occur.

When the accelerated p.e.s strike a dynode, secondary electrons are subsequently created
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on each dynode, which are accelerated towards the next dynode in the series, creating an

avalanche of electrons. The PMT therefore acts to amplify the signal due to the original

photon(s). This final bulk of electrons arriving from the final dynode have a net charge,

providing the signal that indicates a photon landed on the PMT photocathode. A PMT

is said to ‘trigger’, when the charge collected over a chosen time period, passes a de-

fined threshold. This PMT threshold is essentially decided by the dark noise rate (figure

2.12(b)).

In order to increase the effective light capture area, each inward-facing PMT is sur-

rounded by a truncated Winston Cone as seen in figure 2.10(b). This light reflecting

structure reflects light back into the photocathode. These reflections effectively fill in the

gaps between PMTs, capturing the light which otherwise would have gone undetected.

Timing Optimal for good energy and position reconstruction, are fast PMTs. A fast

PMT is one that produced a very narrow distribution of times between p.e. creation at

the photocathode and the PMT triggering. This spread in transit times is quantified by a

transit time spread (TTS). Figure 2.11 shows measurements of the transit times for the

SNO+ tubes. Apparent in the figure is the prominent peak, with a TTS standard deviation

of 1.5ns. A sub-dominant feature, is the pre-pulsing peak at -18ns, which is produced by

photons bypassing the photocathode and directly producing p.e. on the dynodes. A late-

pulsing peak can also be seen also 12ns. This is due to p.e.s scattering off the first dynode,

travelling against the electric field direction, and eventually returning to the dynode stack,

producing a later signal [77].

Figure 2.11: The measured r1408 Hamamatsu PMT transit time distribution.
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(a) (b)

Figure 2.12: (a) r1408 Hamamatsu PMTs’ measured efficiency from Ref. [72] (b) The p.e. charge
spectrum from Ref. [59].

Efficiency Figure 2.12(a) shows the total measured efficiency of the r1408 Hamamatsu

PMT, as the product of the quantum efficiency3 and the collection efficiency4.

Charge Figure 2.12(b) shows the single p.e. charge spectrum measured in-situ in SNO

[59]. The peak centred around 0 charge extending beyond the graph represents the ‘dark

rate’, the rate at which a PMT triggers due to the voltage across it without exposure to

light. This dark rate is approximately 500Hz under typical detector conditions. The PMT

trigger threshold is set at approximately 9 counts above pedestal, as seen in figure 2.12(b).

2.6 Data Acquisition System

In order to save only ‘interesting’ physics data, the data acquisition system (DAQ) is

responsible for the grouping of multiple coincident PMT triggers, which occurs when

energy is deposited in the target medium.

Hit PMTs provide an output analogue signal when triggered, which is sent through its

associated electronics ‘channel’. When the combined PMT analogue signals surpass

a threshold, the global trigger (GT) is activated, causing the charge and time from all

triggered channels to be recorded as data.

Each of the roughly 9400 channels in SNO+ are divided across and managed by 19 crates,

3The probability of a p.e. being produced on the photocathode by a photon of a certain wavelength.
4The efficiency in a p.e. produced at the cathode incurring the avalanche of secondary electrons on the

PMT’s dynodes
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each containing 512 channels. In each crate, are 16 interface cards (PMTIC), which have

4 paddle cards each. Each paddle card is connected to 8 channels, yielding 32 PMTs

connected to each paddle card. These PMTICs, collect and forward the signals of each

connected channel to the readout system, as well as providing the high voltage required

by each PMT to operate. PMTICs control the high voltage sent to each paddle card, but

not each PMT individually.

Front end cards (FEC) are attached to each PMTIC in the crate, each receiving the signals

from 8 channels. The responsibility of the FEC are to integrate PMT signals passed onto

it. Each time a channel crosses its trigger threshold, a hit is recorded, a time-to-amplitude-

converter (TAC) is started on the channel’s CMOS chip, and the signal is integrated over

3 paths for the global triggers: high gain with short integration time interval (QHS), high

gain with long integration (QHL) and low gain with short integration (QHX). The short

and long integration time intervals are 60 and 390ns respectively. Upon a channel trig-

gering, also produced for the GT, are square wave pulse 100ns in width (N100) and 20ns

(N20), which can be used in global triggering such that each PMT contributes equally

in amplitude. The N100 signal is the primary global trigger used in SNO+. The TAC is

stopped if a global trigger arrives (to be discussed shortly), with the time following the

trigger and the charge being saved to the channel’s CMOS chip. If a global trigger does

not arrive the TAC resets automatically after 410ns.

2.6.1 Global Triggers

The global trigger acts upon the sum of the signals from each triggered channel. The 4

types of signal sums are, the aforementioned N100 (the primary detector trigger), N20,

ESUM Hi and ESUM Lo (analogue signals with high and low amplifications applied

respectively). In each PMT crate, a crate trigger card (CTC) performs the summing of

the channel signals for that crate. These summed signals are passed on to the Timing

Rack, which contains 7 Analogue Master Trigger Cards (MTC/A+, upgraded versions

of the MTC/A used in SNO) which sum up channel signals from all over the detector.

Each of the 7 MTC/A+ are assigned to the 4 trigger signal types, with the remaining used

to receive trigger signals from the OWL PMTs. Upon the summation of each channel’s
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contribution, using the primary N100 trigger as an example, a GT is declared when the

threshold for coincident channel triggers within the 100ns time window is reached. Each

MTC/A+ has 3 discriminators, triggering on the summed signals. Upon the firing of

one of these discriminators, the signal is passed on to the Digital Master Trigger Card

(MTC/D). The MTC/D checks against the trigger type, depending on which trigger types

are flagged in, then sends a signal to the CTC of every crate when the global trigger is

fired, according to its 50MHz clock. The time window for a given triggered event in

the detector is 400ns long. Following a triggered event, there is a 420ns dead time in

which the global trigger cannot fire, effectively defining the trigger window for an event

recorded in the SNO+ detector.

2.6.2 Instrumentals

While the detector is primed to detect the small energy depositions of MeV-scale par-

ticles, the detector can also be triggered due to emissions/interference produced by the

PMTs and associated electronics, and by human disturbances to the detector. An exam-

ple of a common instrumental event is known as a ‘flasher’. Static discharges in a PMT

under high voltage in the detector leads to the emission of light in the detector, trigger-

ing an event. Similar ‘non-physics’ events are removed with ‘data-cleaning’ algorithms,

described in chapter 3.

2.6.3 Detector Runs

Saved physics data is generally separated into hour-long segments called runs. Each run

has its own distinct run number and detector information for the run. This information

generally consists the run type (e.g. physics data collection, calibration, maintenance),

along with any activity occurring for that run (e.g. people working on deck can cause

detector interference). Also saved for each run are the detector conditions (e.g. PMT

status), such that simulations can accurately recreate detector response on a per-run basis.
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2.7 Detector Calibration

This section outlines the main calibration sources used in the water phase of the SNO+

experiment. Calibration sources are required for reliable data-simulation comparison and

in turn, accurate position and energy reconstruction. The deployment of well-understood

optical and radioactive sources, allows for the measurement of radiation propagation

throughout the detector, along with the PMT response and electronics timing measure-

ments. Optical sources emit light of known wavelengths, such that the response of each

PMT and associated electronics can be measured. Optical sources also allow for the

measurement of wavelength-dependent propagation distances of light in the detection

medium, as described in the next section. Radiation sources, described in the following

section, produce MeV-scale radiation at known positions such that the detector’s energy

scaling (the number of PMT triggered hits per MeV of deposited energy in the detection

medium) around the detector can be measured.

The scintillator data presented in this thesis was limited to the partial fill phase, during

which source deployment was confined to the external water only (to avoid contamination

of the scintillator). Chapter 4 discusses the calibration of the scintillator without the use

of deployable calibration sources, instead using the BiPo214 coincidence background

radiation, found throughout the detector.

2.7.1 Optical Calibration

Optical calibration sources are required for the measurement of the optical properties of

the various mediums, such that the propagation of light throughout the detector is well

understood and accurately reflected in simulation. Optical sources also allow for the

measurement of the PMTs’ response to the well understood light sources.

2.7.1.1 Laserball

Used since the days of the SNO experiment, the laserball is an optical calibration source

which emits light isotropically in the detector [78], where the wavelength spectrum emit-

ted can be customised. The source is suspended within the detector volume, where
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the device itself consists of an 11cm diameter quartz sphere. The device is filled with

hollow glass spheres suspended in silicone gel, connected by an umbilical optical fibre

through which light is injected into it. Various laser dyes can control the emitted wave-

length spectrum. Shining light at a known injection time and known wavelengths in the

detector allows for the calibration of each of the PMTs’ response with respect to tim-

ing (discriminator time walk, cable delays) and charge (discriminator thresholds, single

p.e. response)[59]. Calibration ropes within the detector allow the source to be moved

throughout the detector. Various photon propagation lengths can be created over vari-

ous source positions, allowing for the absorption length of the detector medium to be

measured as a function of wavelength.

2.7.1.2 ELLIE Systems

The Embedded LED/Laser Light Injection Entity (ELLIE) systems consist of inward-

pointing LEDs embedded in the PSUP of the detector. The ELLIE system is divided into

3 different subsystems: the timing module (TELLIE), scattering module (SMELLIE) and

attenuation module (AMELLIE). These systems allow for the calibration of the PMTs

and light propagation in the detector medium, like the laserball, but avoids potential

contamination of the central detector medium itself through any deployment of a source

into the detector [79].

2.7.2 Radioactive Calibration Sources

In order to measure the light yield of the scintillator and the detector’s energy scale,

along with performance the position and energy fitters (chapter 3), radioactive sources

are deployed into the detector, at known positions.

2.7.2.1 N16

The primary energy calibration source used over the SNO+ water phase, passed over

from SNO, is 16N source. The β-decay of 16N of half-life of 7.13s, provide high energy

γ particles, the majority of which are 6.13MeV in energy. The 16N are produced by way

of neutron capture on oxygen atoms in the CO2 on deck, where the 14MeV neutrons
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for capture are provided by a Deuterium-Tritium generator. Similar to the laserball, the

source is lowered into the detector by an umbilical chord, through which electronics and

the 16N passes. A PMT contained in the neck of the source is triggered by scintillation

light produced in the β-decay, allowing a given decay to be tagged [80]

2.7.2.2 AmBe

The Americium-Beryllium (AmBe) calibration source allows for a calibration of neu-

trons. 241Am undergoes α-decay, where the emitted αs capture on the 9Be target, yielding

a neutron and 12C. 60% of the time 12C is produced in an excited state, which produces

a 4.4MeV γ upon its de-excitation. The AmBe source consists of a prompt 4.4MeV γ

event and a delayed 2.2MeV event from the eventual capture of the neutron on a hydro-

gen in the detector, following neutron thermalisation. The AmBe source is therefore an

ideal source for the antineutrino coincidence event (e+ + n). Chapter 6 discussed the

extraction of reactor antineutrino events in the partial fill phase.

2.7.3 Cover Gas System

A huge priority in the SNO+ experiment is to minimise the amount of ingress radioimpu-

rities into the detector. Chapter 4 discusses the measurement of the background radiation

due to 214Bi and 214Po event pairs, daughter particles of 222Rn which is found in the air

that enters the main detector volume, primarily through the neck. To combat against

radon contamination, a cover gas system was installed. This supplies purified nitrogen

gas at a rate of 5L/min into the empty region in the neck [79].

2.8 Event Simulation

The SNO+ experiment utilises a GEANT4-based simulation and analysis tool called RAT

(Reactor Analysis Tool) that was written by Stan Seibert originally intended for the Braid-

wood experiment. The RAT simulation has been developed over the experiment’s lifetime

into a highly detailed software package [79]. The GEANT4 toolkit contains intricate sim-

ulation methods, optimised and verified against data [81]. RAT includes calculations for

the scintillation and emission of Cerenkov photons as well as their propagation through-
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out the detector, including reflection, refraction, absorption, transmission and scattering.

All pertinent Standard Model electroweak and hadronic physics and standard radiation-

matter interactions at the MeV energy scale are included. Also implemented are particle

generators and packages for the emulation of radioactive decay, solar neutrinos, reactor

antineutrinos and supernovae events. Simulation in RAT also includes in-depth simula-

tion of the electronics along with PMT and DAQ response. Data tables containing the

run-by-run information of detector conditions can also be implemented in simulation for

improved accuracy in the recreation of the detector’s response.
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Event reconstruction is the process of extracting key physics parameters from triggered

events in the detector. This chapter summarises the primary methods used to reconstruct

event parameters such as position, time, energy and direction (water phase). Analyses

presented in this work were carried out over both the water and partial fill phase, therefore

event reconstruction in both phases are discussed.

The basic concept behind event reconstruction is to consider patterns in the raw PMT

hit times to calculate the position, time, energy and direction of the physics event caus-

ing the detector to trigger. MeV-scale electrons interact and deposit energy in water and

liquid scintillator, coming to a stop over the distance of approximately a centimetre [82]

[75], smaller than the resolution of any of the position fitters in the water and scintil-

lator phases. Event reconstruction algorithms referenced in this work all assumed that

the culprit of the detector trigger was an energetic electron and assumed point-like en-

ergy deposition in the detector medium. The detector’s responses to the typical particles

measured in the detector are discussed further in chapter 8.

3.1 Position and Time Fit

Reconstruction algorithms use PMT hit times and hit PMT position patterns to calculate

the most probable position and time of the event. The underlying methods used for

determination of position and time in both water and scintillator are essentially identical.

PMT hit time and position information are both used in the creation of ‘time residuals’

distributions.

3.1.1 Time Residuals

Time residual distributions are used as the primary tool to summarise PMT hit patterns

and times. For a given event and associated triggered PMTs, time residuals are defined
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and calculated for each hit PMT as:

tres(r⃗ev) = tPMT − tt.o.f. − tev, (3.1)

where tPMT is the hit time of PMT, tt.o.f. is the time of flight for a photon travelling

from an event position r⃗ev to the hit PMT and tev is the time of the reconstructed event.

The time of flight from an event to a given hit PMT position is calculated assuming

straight line paths within each medium, while accounting for the refraction effects of

light passing across medium boundaries. The most typical light path in an event consists

of a photon travelling from an event in the scintillator, travelling through the acrylic of

the AV, through the external light water and ending its journey on a PMT. Figure 3.1

displays the different refractive indices (against wavelength) a photon may experience as

it travels across the SNO+ detector. Accounting for the light speeds and paths of photons

in each medium allows for a time of flight calculation:

tt.o.f.(r⃗ev, r⃗PMT ) =
dw/s

ceffw/s

+
dAV

ceffAV

+
dw

ceffw

, (3.2)

where d and ceff are respectively the distances travelled and the effective light speeds

of a photon in each of the internal water/scintillator, AV and external water medium.

Figure 2.9 shows the emission spectra for the various scintillation components in the

scintillator cocktail, with the PMT efficiency. The effective velocity was calculated using

the refractive index at 400nm, the most probable detected photon wavelength for the

SNO+ scintillator cocktail and PMTs.

3.1.2 Event Position and Time Reconstruction

Figure 3.2 presents a simple demonstration of how hypothesised event positions are com-

pared using time residuals. The raw PMT hit times in a triggered event are decided by the

times of flight of photons travelling to the PMTs, as well as the intrinsic scintillation de-

excitation emission times (section 2.3.2.2). In subtracting the times of flight, assuming

the correct event position is used, the resulting time residual effectively yields the hit time

distribution for an event occurring at the centre of the detector, isolating the scintillator’s
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Figure 3.1: Plot displaying the refractive indices of light water, acrylic (making up the AV) and
LAB, plotted against the wavelength of the photon propagating in the medium.

(a) (b)

(c) (d)

Figure 3.2: Sketches showing photon path lengths (green arrows) ending at PMTs, originating
from events (red star) at (a) the centre of the detector (b) off-centre. (c) and (d) show drawings of
the expected PMT hit time distribution shapes for the events in (a) and (b) respectively (without
any time of flight subtractions).

emission time profile. Sketches (a) and (b) demonstrate the path lengths for light due to

events at the centre, and some position off-centre respectively. Sketches (c) and (d) show

the expected hit time distribution shapes for each event, without any time of flight sub-

tractions applied. The off-centre events will have a wide range of short and long photon

propagation times, yielding a wide hit time distribution. Subtracting the times of flight

from the centre and off-centre events yields the narrow hit time distribution seen in plot

(c), expected to have the same resulting time residual shape for both events. If the hy-

pothesised position used in the time of flight calculations is incorrect, the calculation will
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not yield the narrow scintillation emission spectrum, and instead produce a wide distri-

bution, similar to that seen in (d). This leads to the basic principle used in reconstruction

(for water and scintillator): the time residuals for a given event are calculated, varying

the hypothesised event position r⃗ev and time tev, until the time residual best matches the

expected time residual at the centre of the detector. Formally, this is implemented in a

likelihood fit. The likelihood, for a hypothesised event position and time at r⃗ev and tev,

given the collection of hit PMTs (of positions and times hx⃗,t) in an event is calculated as:

logL(r⃗ev, tev|hr⃗,t) =
Nhits∑
i=0

log p(tires(r⃗
i
ev, t

i
ev)), (3.3)

where p(tres) is the probability density function (pdf) of the expected time residual dis-

tribution, generated in the simulation of many electron events. The most probable event

position and time are the r⃗ev and tev which maximise the likelihood, fitting the calculated

time residual against the time residual pdf at the centre of the detector. Time residuals

are predominantly dictated by the scintillator emission spectrum, but their shape is also

affected by factors such as light propagation in the detector geometry, reconstructed po-

sition resolution and the time transit spectrum of the PMTs. Detector calibration sources

are used to ensure the required agreement of simulated time residual pdfs and those mea-

sured in data. Chapter 4 discusses the calibration of scintillator emission times and light

yield for the purposes of optimising position and energy reconstruction in the partial fill

phase.

3.2 Direction (Water Phase)

Having measured the event’s position in the detector, the direction of travel of the electron

can be estimated from the hit PMT positions compared to the event position r⃗ev:

cos(θ) = d⃗ · (r⃗pmt − r⃗ev) (3.4)

The direction cos(θ) can be estimated through a likelihood fit using the pdf shown in

figure 3.3. The distribution is peaked at 41.4◦, corresponding to the previously shown
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Figure 3.3: Pdf used in the likelihood fit of event direction in the water phase due to Cherenkov
radiation.

Cherenkov angle in the ultra-relativistic limit in water.

At the time of writing, direction reconstruction in SNO+ has only been possible in the

water phase. Cherenkov radiation still occurs for energetic particles in scintillator, but is

generally obscured by the large scintillation light emission. The separation of Cherenkov

and scintillation light due to MeV-scale radiation (while still retaining high light yields)

is an active area of research. Prospects include liquid scintillators with slow scintillation

emission times [83][84], water-based scintillators [85][86] and wavelength separators

attached to PMTs [87]. Direction reconstruction in the SNO+ scintillator cocktail may

also be possible for low concentrations of PPO [88].

3.3 Energy Fit

Energy reconstruction similarly applies the assumption that all events triggering the de-

tector are due to electrons. Therefore, what is labelled as ‘reconstructed energy’ in this

work is technically the electron equivalent reconstructed energy.

As introduced in chapter 2, energy reconstruction in both scintillator and water is es-

sentially based on the total number of photons emitted by the detection medium due to

the energy deposited into it by an energetic electron. The number of triggered PMTs in

an event (nhits) is the primary parameter used to extract the number of photons emitted

in the event. Energy reconstruction algorithms are used to account for the loss of any

would-be hit PMTs. This loss of nhits (generally true for events at large radii) may arise
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(a) (b)

Figure 3.4: Plots of expected nhits versus electron energy, for electrons generated at the centre of
the detector. (a) Water phase (b) Pure Scintillator phase.

due to: the detector geometry, PMT coverage, the optical absorption and scattering prop-

erties of the various detector media, the PMTs’ quantum efficiency, angular response and

dark noise rates. These calculations are all carried out in simulation, where the accuracy

of the simulation is established by detector calibration.

Figure 3.4 shows plots of the expected nhits versus electron energy in the water and pure

scintillator phases respectively, for events at the centre of the detector. The water nhits

vs energy function in plot 3.4(a) was calculated from well-calibrated water phase data.

The pure scintillator distribution was calculated in simulation, where the scintillator light

yield properties were determined from tabeltop measurements of the SNO+ scintillator

cocktail [89] (discussed further in chapter 4). It can be seen that nhits scales approxi-

mately linearly with electron energy in both media. Nhits due to Cherenkov radiation

deviates from linearity for low energy electrons. Deviation occurs in scintillator at higher

energies, as hits start to saturate on the PMTs. The SNO+ tubes are not optimal in sep-

arating multiple photon hits on a single tube, multi-hits becoming increasingly frequent

for events at large radii. Despite the sub-optimal PMTs, there are methods used to correct

for multiple photon hits, such as the multi-hit correction [90][75].

3.4 Light Yield Across the Phases

The light yield in the SNO+ scintillator cocktail is almost 100 times that of water, emitted

in all directions, producing more PMT hits, resulting in marked improvements in both

reconstructed event position and energy resolutions. The maximum achievable energy
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Table 3.1: Summary of the light yield measured in the water [91] and partial scintillator fill phases
(chapter 4), with the expected light yields in the fully filled scintillator phases [75][89]. The light
yields shown are for electrons at the centre of the detection medium (z = 2m in the partial fill
case).

Phase Light Yield (nhits/MeV)
Water 7.5

Partial Fill 330
Pure Scintillator 600

Te-loaded Scintillator 480

resolution of the SNO+ detector is decided by the Poisson limit: σE/E = 1/
√
N(E)

where N(E) is the number of hit PMTs in an event due to an electron of energy E. σE

is the standard deviation in the reconstructed energy. Apart from the improved resolution

in reconstruction, the increased number of nhits per unit energy allows for much lower

energy thresholds to be accessed in the scintillator phase.

The scintillator light yield is also dependent on the scintillator cocktail. Chapter 4 deals

with the calibration of the scintillator in the partial fill phase which had a PPO concentra-

tion of 0.5g/L instead of the 2g/L concentration to be used in the final scintillator cocktail.

The scintillator light yield is also quenched due to the loading of Te (section 2.4.1). Table

3.1 summarises the measured and expected light yields for the various detection media,

from the water phase to the upcoming pure and Te-loaded scintillator phases.

3.5 Beyond Position and Energy

A number of other data analysis parameters were developed to assist in the isolation of

signal from background events occurring in the SNO+ detector. The following section

defines the parameters which were utilised in the data analyses that will be presented later

in this work.

ITR (Water) The In Time Ratio (ITR) corresponds to the ratio of nhits with PMT time

residual times between -2.5 and 5ns, to the total nhits. Cherenkov light yields very early

hit times, where applying a minimum threshold ITR value can remove non-physics events

in water, for example due to instrumentation, which would have low ITR.
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β14 (Water) This parameter was developed to distinguish between events with different

levels of isotropy in the hit PMT pattern. Cherenkov radiation due to an energetic β-

particle is strongly directional, while a 1MeV γs can Compton scatter many electrons

over its ∼30cm propagation path in water, leading to more isotropic light emission. The

parameter is calculated as:

β14 = β1 + 4β4 (3.5)

where the first and forth Legendre polynomials are calculated using the cosine of the

angle between all possible pairs of hit PMTs i and j [92].

βk =
∑
i

∑
j ̸=i

Pk(cos(θij)) (3.6)

u·r (Water) This is the product of the fitted direction with the fitted position of the

event. It helps distinguish inward and outward facing events. For example γs propagat-

ing from PMT glass to within the AV, are strongly skewed in negative u·r, compared to

radiation emitted isotropically originating from within the AV.

Data Cleaning Masks Referenced in chapter 2 are the instrumental effects which can

cause the detector to trigger, providing contamination events. Data cleaning masks use

low-level detector information such as PMT positions and hit times to remove these in-

strumental event, which are typically very distinct from physics events in their PMT hit

patterns. Data cleaning masks generally provide sub-percent sacrifice of physics events.
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lator Calibration in the Partial Fill Phase

This chapter presents the measurement of BiPo214 coincident events in the partial fill

phase for the purposes of a background level measurement, as well as a calibration of the

scintillator’s properties.

Background Rate Measurement First, a measurement of the rate of BiPo214 events

due to the supported 222Rn present in the scintillator was calculated. The aim of the

measurement was to separate the 222Rn rate from the 238U chain content in the scintillator,

from the 222Rn that had infiltrated the detector during the scintillator fill period. An

approximate measurement was important such that if the contamination level was much

larger than expectation, any contamination issues could be addressed before the detector

was fully filled. The supported 222Rn rate measurement in the partial fill configuration

was found to agree with the purity level expected and required for the upcoming 0νββ

search. More rigorous measurements are expected in the now fully filled detector.

Scintillator Calibration To minimise scintillator contamination ahead of the upcom-

ing 0νββ search in the Tellurium phase, no calibration sources were introduced inside the

AV during the partial fill phase. In response to this, BiPo214 decays, occurring through-

out the internal volume of the detector, provided the first calibration source for the scin-

tillator cocktail optics (LAB + 0.5g/L PPO). The calibration with BiPo214 involved the

tuning of scintillator’s response to β and α particles separately, for the accurate simula-

tion of scintillation light yield and scintillation emission times. These calibrations of the

scintillator optics were required for all physics analyses carried out over the partial fill

phase, and were found to greatly improve position and energy reconstruction.

4.1 BiPo214 Event Rates in the Partial Fill Phase

Minimising contamination in the detector is paramount for the vast majority of low en-

ergy neutrino experiments. Despite the concerted decontamination efforts made in these
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experiments, some minimum amount of naturally occurring radioactive contamination

is unavoidable throughout the detectors, originating from 238U and 232Th decay chains.

For SNO+, understanding and minimising the rate of these contaminants is of the utmost

importance for the eventual 0νββ search (appendix A) and other physics analyses.

4.1.1 238U and 232Th Decay Chains

Radioactive emission in the decay of certain daughter elements in the 238U and 232Th

decay chains share event energies with those of the expected signal events in the 0νββ

analysis, impacting the search. Figure 4.1 shows simulations of the region of interest

(R.O.I.) in energy, with expected 0νββ signal shown in red. The R.O.I. is defined in the

figure as -0.5σ – 1.5σ around the 0νββ Q-value of 2.53 MeV, where σ is the detector’s

energy resolution expected in the Te-loaded scintillator phase. A great deal of time and

effort has therefore been exerted over the experiment’s lifetime to minimise the concen-

tration of these impurities, through the purification of the liquid detection medium bulk

itself (water and scintillator), along with all the components in the detector that can also

provide contamination.

Figure 4.1: The simulated 0νββ R.O.I., where backgrounds have been scaled to their expected
rates, taken from [93].

Figure 4.2 shows the 238U and 232Th decay chains. Figure 4.3 provides a closer look at

two particularly disruptive daughter elements in these decay chains, 214Bi and 212Bi, both

emitting β and γ particles in β decays, occurring 99.979% and 64% of the time respec-

tively. Each isotope’s β decay energy spectrum have end-points of 3.27 and 2.25MeV

and are found in the 238U and 232Th decay chains, respectively.

The measurement of 214Bi can give insight into the supported 222Rn in the bulk of the
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(a) (b)

Figure 4.2: 238U and 232Th decay chains. Plots taken from [94].

(a) (b)

Figure 4.3: A closer look at the 214Bi and 212Bi decay chains within the 238U and 232Th decay
chains respectively. Red boxes highlight background decays of concern in the 0νββ analysis.
Plots taken from [95]

scintillator, an important background measurement in the campaign preparing for the Te-

loaded scintillator phase. Appendix B similarly deals with the measurement of another

background in the 0νββ analysis, categorised as external γs in figure 4.1.

Established now is the importance of having a maximally pure volume of scintillator.

For the period over which the detector was being filled with scintillator, it was important

to measure and frequently monitor the contamination levels of the scintillator, such that

the addition of scintillator could be halted if the background levels became unexpectedly

large.
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4.1.2 Tagging BiPo214 during the Partial Fill Phase

Despite the troublesome nature of the 212Bi and 214Bi decays in the detector, their saving

grace is the very short lifetimes of their Po daughters. 214Po and 212Po have decay life-

times of 0.3 and 164.3µs, and Q-values of 7.8 and 8.95MeV respectively [96]. Due to the

scintillation quenching for α-particles, the scintillation light emitted is scaled down by a

factor of ∼12 in the LAB + 0.5g/L PPO scintillator cocktail compared to an electron of

equivalent energy. Despite the quenching, the energy was still well above the detector’s

detectable energy threshold in the partial fill phase.

The short Po lifetimes allowed for the use of a very powerful data analysis tool, allowing

an analyser to search for the coincident Bi and Po events occurring close together in

time and space. The distinct coincident signal allows for their straightforward removal in

analyses in which they are a background. The coincidence tagging also allowed for a very

pure sample of BiPo pairs to be extracted from the partial fill data, separated from the

other background and instrumental events present in the detector, which are uncorrelated

in time and position.

Tagging BiPo214 events was made more difficult during the filling stages of the detector

due to PPO being added to the scintillator in large batches. This had the effect of produc-

ing, for periods of time during the fill, inhomogeneous PPO distributions and therefore

varying light yields throughout the scintillator (the effects of PPO can be seen in section

2.3.2.1). PPO inhomogeneity was seen to last sometimes for weeks, until more scintilla-

tor was added, or cavity recirculation was activated, disturbing the system.

Period of Stability - the Partial Fill Phase With the onset of the Covid-19 pandemic

around March 2020, the scintillator fill was halted with 365t of scintillator, with mini-

mal access to SNOLAB allowed. Although this was obviously a large drawback to the

experiment, it did provide an extended period of time of where the detector was stable.

The previously added PPO had since become homogeneously concentrated throughout

the detector, yielding homogeneous light yield around the detector.
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4.1.2.1 Analysis Cuts

Table 4.1 summarises the analysis cuts originally optimised by J. Wang over the stabilised

partial fill phase beginning in March 2020 [97]. Thanks to the distinct BiPo coincidence

signal and large event energies considered, background events due to instrumentals were

expected to be negligible. Regardless, a simple data-cleaning mask was applied to all

events recorded in data. This mask was assumed to yield negligible signal sacrifice.

The BiPo coincidence analysis cuts are similar to those used in the antineutrino analysis,

discussed in chapter 6. The main measure of energy used to distinguish Bi and Po events

was nhits. Energy reconstruction had not yet been optimised prior to the calibration work

presented later in this chapter. It will be shown however that it was still possible to amass

a very high purity collection of tagged BiPo214 events.

Table 4.1: Table summarising the cuts used to tag BiPo214 events in the partial fill phase. Unless
specified, the same stated cuts were applied to both the prompt Bi and late Po events. Vari-
ous, more strict positional cuts are also used throughout this chapter. For reference, the water-
scintillator interface in this analysis was at z = 0.75m.

Parameter Min Max

Radius (m) 0 6
z-position (m) 0.85 6
Prompt Nhits 330 1050

Late Nhits 170 320
∆t (ns) 4000 1e6
∆r (m) 0 1

Position Fit Valid True True

4.1.2.2 BiPo214 Sample Purity - Accidentals Contamination

Figure 4.4 shows the nhits spectra for tagged 214Bi and 214Po events within the fiducial

volume defined by z > 0.85m and r < 5.7m. Also shown are the time residuals for each

(section 3.1.1), which represent the scintillator emission times the β and α particles each

decay emits respectively. Plot 4.4(c) of the time residuals demonstrates the observable

difference in time residuals for β and α particles in the LAB + 0.5g/L PPO scintillator

cocktail. It is expected that the higher PPO concentration in the final scintillator cocktail

(2g/L), will enhance α-β discrimination ability, as scintillator emission times are reduced

[98].

65



CHAPTER 4. IN-SITU MEASUREMENT OF BIPO214 AND SCINTILLATOR
CALIBRATION IN THE PARTIAL FILL PHASE 4.1

(a) (b)

(c)

Figure 4.4: Plots of the nhits distributions found in Partial Fill data for tagged a) 214Bi and b)
214Po. c) shows the time residuals. BiPo214 events had positional cuts r < 5.7m and z > 0.85m
applied, tagged from the 4th of April to the 12th of May 2020 (runs 257669-259063). These nor-
malised time distributions show a noticeable difference in the background noise level for negative
time residual times, which is likely due to light output for Po214 events is less than 214Bi relative
to the base dark noise level.

Figure 4.5: Normalised ∆t distribution for tagged BiPo214 in r < 5.7m and z > 0.85m, tagged
over runs 257669-259063. The red line depicts a fit using an exponential plus a constant.

Figure 4.5 shows the ∆t distribution, the time between Bi and Po events for tagged

BiPo214 event pairs within the volume defined by r < 5.7m and z > 0.85m. The contami-

nation of random non-BiPo background event pairs, uncorrelated in time, that passed the

BiPo214 coincidence cuts are known as accidentals. The accidental contamination was

calculated by fitting the ∆t distribution with the function A exp(−t/τPo) +C, where the

normalisation factor A, C and the 214Po decay time τPo were allowed to float freely in the

fit. Since accidental pairs are uncorrelated in time, their ∆t distribution was expected to
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be flat. The integral of the constant component C represents the number of accidentals in

the sample. Fitting the distribution using Minuit’s χ2 option [99] yielded a decay time

constant of 235.9±0.9µs where the uncertainty shown was the uncertainty in the fit, in

agreement with the well-measured 214Po lifetime [100][96]. The fit value of the constant

term demonstrated that there was very little accidental contamination of O(10−3)% in

the sample of BiPo214 events tagged in the scintillator volume defined by r < 5.7m and

z > 0.85m.

The following section describes the extraction of the supported 222Rn from the scintillator,

using the very pure collection of tagged BiPo214 events.

4.2 Scintillator Supported Contamination Measurement

in the Partial Fill

4.2.1 Separation from External 222Rn

The measurement of the 222Rn contamination supported from the scintillator itself relies

on the separation of BiPo214 events due to the supported 222Rn, from ingress 222Rn that

had infiltrated into the detector due to air exposure. Ingress 222Rn was generally seen each

time a batch of scintillator was added to the detector. The cover gas system (chapter 2)

was found to be adept in minimising the 222Rn pervading the scintillator volume from the

deck, during and between scintillator fills. It will be shown however that small amounts

of 222Rn still occasionally leaked in, through separate points of entry.

Separating of the two 222Rn contributions was possible during the extended period of

the partial fill phase, where there were not large surges of ingress 222Rn with each fill.

BiPo214 events due to supported 222Rn from the scintillator are in secular equilibrium

[101]. These decays effectively occur at a constant rate against time, due to the extremely

long lifetimes of the radioisotopes high up in the 238U decay chain. BiPo214 events

originating from 222Rn ingress however are out of equilibrium, dependent on the 3.82

days half-life of 222Rn found in the air [102]. The separation of the long and short-lived

sources of BiPo214 can be achieved by measuring the BiPo214 events over many days
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of stable data, measuring the decay of 222Rn.

The rate per day of BiPo214 events was fitted with an exponential plus constant. The ex-

ponential term represents the BiPo214 rate from externally sourced 222Rn, which decays

away with time. The constant term measures the supported BiPo214 events, supplied

from parent isotopes higher up in the 238U decay chain:

dN

dt
= ARn exp(−t/τRn) + r0 (4.1)

where ARn is the normalisation rate and τRn= 3.82/ln(2) days is the decay lifetime for

the decaying 222Rn. r0 is the parameter of interest and represents the rate of BiPo214

events supported by the scintillator bulk itself. A likelihood fit was carried out using the

Minuit fitting package. ARn and r0 were allowed to float freely and τRn was fixed to its

expected value. This fit assumed that the period of data was stable and had no additional

ingress 222Rn entering the detector over the data period measured. Due to this assump-

tion, periods of data with even small amounts of 222Rn ingress during the measurement

period, would effectively increase the fitted value of r0, leading to the measurement of an

apparent high concentration of long-lived contamination in the scintillator.

The next section first presents a fit of r0 during the partial fill period which yielded the

lowest apparent concentration of 222Rn supported by the scintillator alone.

4.2.2 Partial Fill Result

Figure 4.6: Rate per day of tagged BiPo214 events vs time, for events within a fiducial volume of
r < 5.7m and 2 < z < 4m. Shown in red is the fit function using eqn. 4.1. Data shown was taken
from the 7th to the 25th July 2020.
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The measurement of the supported BiPo214 rate was made using events tagged over a

period with particularly stable detector conditions from the 7th to the 25th July 2020 (runs

260240-261078).

Figure 4.6 shows a plot of the BiPo214 rate per 24hrs over the stated time period, for

events within a fiducial volume of r < 5.7m and 2 < z < 4m. The rate was calculated ac-

counting for the detector’s livetime, the fraction of time per day the detector was actively

recording data. The gap in data on day 18 was excluded as the detector spent less than

30% of the day recording data due to detector maintenance.

The fit yielded an r0 value of 5.3±1.5 events per day. The tagging efficiency for BiPo214

events occurring in the volume defined by r < 5.7m and 2 < z < 4m compared to the

total number of events occurring in the full scintillator spherical cap volume, defined by

z > 0.75m and r < 6m, was calculated in MC simulations to be 31.3%. This rate was

converted to a scintillator contamination level, expressed in terms of an equivalent mass

of 238U per mass of scintillator:

CgU/g =
r0 τ238U
xeff

· m238U

NAMscint

(4.2)

where τ238U is the 238U lifetime (= 6.44×109 years), xeff is the BiPo214 tagging effi-

ciency, m238U is the atomic mass of a 238U atom, NA is Avogadro’s number and Mscint

is the total mass of the scintillator in contained within the AV. The partial fill phase con-

tained a total 365t of scintillator in the detector, where 10t of this was contained in the

neck of the detector, outside of the AV, thus Mscint = 355t.

The 238U concentration CgU/g was calculated using the fit result shown in figure 4.6 as

4.5±1.3×10-17gU/gLAB, where the uncertainty shown is the uncertainty of the likelihood

fit of r0, carried out in Minuit[99]. Extra sources of uncertainty not considered here

are discussed in the conclusion of this section. The measurement places it in the order of

magnitude purity level required for the Te-loaded phase and what has been achieved in

other liquid scintillator experiments such as Borexino and KamLAND [103][51].
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4.2.3 Rn Leaking: Evolution in Time and Space

Shown was the contamination level calculation for a short period of 22 days of stable

data, using a small volume of the scintillator away from the top of the AV and water-

scintillator interface. The partial fill phase extended from the 21st March to the 24th of

October 2020, where the rate of BiPo214 decays was not constant.

Figure 4.7: The rate of BiPo214 events per day against time, beginning on the 21st March 2020
in the partial fill phase, for events within a fiducial volume of r < 5.7m and z > 0.85m. Vertical
error bars reflect statistical uncertainty.

Figure 4.7 displays the BiPo214 rate per day over the partial fill phase, for events within

r < 5.7m and z > 0.85m, beginning on the 21st March 2020. The powerful BiPo214

coincidence analysis cuts, allowed for a minimal need of data-cleaning for their extrac-

tion from data. It was only required that a run had a minimum runtime of 30 minutes

(avoiding potentially problematic data recorded during or shortly after periods of detec-

tor maintenance). The multiple-day gap in data beginning at day 60 coincides with the

period of time that the detector was switched off for maintenance purposes, from the 23rd

of May to the 10th of June 2020.

Apparent in the figure are the variations in BiPo214 rate with time. Shortly after the

last scintillator fill period in March, it can be seen in the early days of the data that the

BiPo214 rate decayed away with the 222Rn lifetime, until the BiPo214 rate reached a

plateau at roughly day 30. This period with an approximately constant BiPo214 rate

continued until the 26th of June (day 94) where the rate began to fall and the decay of
222Rn in the detector was seen again. Prior to day 94, it was believed that there was a
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small rate of 222Rn leaking into the detector, at a rate in equilibrium with the decaying
222Rn, leading to the constant BiPo214 rate seen.

Searching for the source of the Rn infiltrating the detector was the target for an assem-

bled group of SNO+ collaborators. The team had the rather scrupulous task of searching

for possible leaks for all possible points of contacts the AV had with the deck, on which

operations are carried out [104]. The team’s assessments ultimately lead to a number of

upgrades. One noteworthy detector change occurring on the 25th of June (day 94) was

the switching off of the detector’s bubbler systems. The bubbler system is a series of

downward facing tubes that are used to measure the liquid level, using periodic expul-

sion of N2 gas. The decrease seen in the BiPo214 rate following the disablement of the

bubblers caused it to be the lead suspect. Assays of the N2 gas in the dewer used to

supply the bubblers, were found to have much lower Rn contamination compared to the

air in the detector cavity (O(10−5) Rn concentration in comparison [105]). However, the

connections and tubing connecting the dewer to the bubblers were suspected to allow Rn

diffusion into the system. Since then there have been upgrades to o-rings, including a

replacement of the plastic piping with stainless steel versions [105].

Following the halt of the Rn leakage, the second period of falling BiPo214 rates provided

an extended period over which the concentration of 222Rn supported by the scintillator

could be measured. The green box highlights the period over which the minimal value of

CgU/g was measured, shown previously in figure 4.6.

It can be seen following this measurement period, that the BiPo214 rate subsequently

increased and continued to fluctuate around an approximately constant rate. Over this

period, there was a number of runs with externally deployed calibration sources, along

with work carried out on the deck, suspected to have caused small increases in Rn. Fol-

lowing the restart of scintillator fill, beyond any data shown here, BiPo214 rates again

increased as more scintillator was added.

4.2.3.1 Motivation for Positional Cuts

The chosen z-position cuts, were used to find the most stable region of scintillator, with

the lowest number of BiPo214 decays per unit volume. The cover gas system greatly
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reduced 222Rn ingress when the scintillator was not being filled, but there were still small

amounts of 222Rn being fed into the top of the detector. These impacted the measurement

of r0, where the fit assumes no additional Rn enters the detector during the fit time period.

The z < 4m cut was applied to avoid this region.

An added complexity to the measurement, was the movement of contamination within the

scintillator volume, evolving with time. As contamination was fed into the detector from

the top, regions with high BiPo214 rates at the top of the detector were found to migrate

to lower z-positions with time. This movement of contamination was found following

periods with increased BiPo214 rates, likely due to contamination from the neck of the

AV. Pockets of scintillator with high BiPo214 rates were found to fall from the top of the

AV to the bottom, over the order of days [106]. The ‘fall’ of contamination was also seen

for 210Po [107].

The Rn that had previously migrated from the top of the scintillator to the bottom, was

found to persist longer than the scintillator at the middle and top. Due to the stratification,

the chosen z-position cuts 2 < z < 4m yielded a lower measurement of r0 compared to

when the entire scintillator bulk was considered (where Rn rates were higher at the top

and bottom of the scintillator). These stratified regions in BiPo214 rates were found to

eventually dissipate with time.

4.2.4 BiPo214 Rate Measurement Conclusion

Not included in the presented contamination measurement are uncertainties in the total

scintillator mass, accounting for inhomogeneous regions of contamination in the scintil-

lator and uncertainties in the BiPo214 tagging efficiency. These uncertainties were not

accounted for, but are not necessarily negligible.

The purpose however of this measurement was to provide an order of magnitude mea-

surement of the bulk scintillator contamination during the temporary partial fill period,

such that if the contamination level was much larger than expectation, contamination

issues could be addressed before the detector was fully filled.

The approximate measurement showed a supported contamination O(10−17)gU/g which
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meets the expected 238U decay chain contamination levels on-target for the 0νββ [95].

More scrupulous measurements of the scintillator contamination under more stable con-

ditions, accounting fully for all systematic uncertainties, will be made in the completely

filled and calibrated scintillator detector.

It has been shown that BiPo214 coincidence event rates allowed for the key calculation

of the overall 238U decay chain contamination level. The next section describes a first

calibration of the scintillator cocktail’s optical properties, using the high purity sample of

BiPo214 events distributed throughout the detector, collected over partial fill.

4.3 Scintillation Emission Calibration with BiPo214

Shown in chapter 3 was the use of time residual distributions to reconstruct event position

and subsequently energy. The method relied upon the simulation of scintillator emission

to create time residual pdfs (section 3.1.2), against which PMT hit times in data were

fit. It was necessary therefore that the simulations used to generate the expected time

residual pdfs needed in reconstruction, accurately reflected the time residuals seen in

data. Ensuring position and energy reconstruction matching in data and simulation was

undoubtedly important for any of the data analyses carried out over the SNO+ partial fill

phase. Calibration of the scintillator emission times was required in order to achieve this.

Despite having no calibration sources introduced into the detector during partial fill,

BiPo214 events distributed throughout the detector provided an opportune first calibra-

tion source of αs (214Po decay) and βs (214Bi decay). Using the tagged BiPo214 events,

it was possible to measure directly in data the scintillator’s response to α and β particles

separately, seen in the time residuals of 214Po and 214Bi events. Simulations were tuned

such that the distributions in data and simulation agreed. Prior to this first calibration,

simulations assumed scintillator optical parameters measured in benchtop experiments.

Unless stated otherwise, the BiPo214 data used in the following sections for the calibra-

tion of the scintillator properties was taken from the 4th of April to the 5th of May 2020

(runs 257669-259063).
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4.3.1 Scintillator Emission Prior to Calibration with BiPo214

Benchtop measurements of the SNO+ scintillator cocktail were made prior to the partial

fill scintillator phase [108][109]. The scintillation emission time model employed in RAT

is made up of a sum of exponentials, assuming a scintillator rise time parameter, with a

number of short and long decay time components [108]. The model parameterising the

pdf for the emission times of scintillation photons emitted from a scintillator molecule

was described in RAT as:

f(t) =
∑
i=0

Ni
e
− t

τi − e
− t

τrise

τi − τrise
(4.3)

where τi and Ni are the decay constant and the relative contribution of the ith exponential

decaying component in the sum. τrise is the rise time of the emitted scintillation light.

Table 4.2 summarises model parameters used for the LAB + 0.5g/L PPO cocktail, derived

from the benchtop scintillator timing fits [110].

Table 4.2: Table summarising the time constants measured in benchtop measurements for the
LAB + 0.5g/L PPO cocktail in [110]

Benchtop Measurements - Scintillation Time Parameters
Particle τ1 [ns] τ2 [ns] τ3 [ns] A1 A2 A3 τrise [ns]

β 7.19 24.81 269.87 0.553 0.331 0.116 0.8
α 6.56 23.82 224.19 0.574 0.311 0.115 0.8

Plots 4.8(a) and 4.8(c) show comparisons of the time residuals calculated using partial

fill data with simulation for 214Bi and 214Po events. Apparent is the large discrepancy in

the measured and expected time residuals when the benchtop measured emission times

were assumed. In order for reconstruction to agree in data and simulation, the aim was

to provide improved agreement between data and simulation times residuals by altering

the scintillator emission times in simulation.

The method used to identify more appropriate optical parameters was an uncomplicated

approach: BiPo214 events were repeatedly simulated, under the same detector conditions

for the same runs used in data and were compared to the time residuals distributions

measured in data, tuning the emission times until acceptable agreement was achieved.
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4.3.1.1 Assumed Other Optical Parameters

The scintillator emission times of interest are the leading dictator of time residual distri-

butions, but are not the sole factors which decide their shape. Required in the calculation

of time residuals is the event trigger time, the reconstructed event position and the time

of flight for a photon from the event position to a given PMT (section 3.1.1). There are a

number of factors (secondary to emission times) which can affect the time residual shape.

The following factors were not expected to significantly impact the time distribution

shape, but are summarised for completeness. Those other factors used in simulation (and

in time of flight calculations) in the various SNO+ mediums were: photon absorption

lengths, refractive indices and Rayleigh scattering lengths. Specific to the scintillator are

factors such as reemission probability for LAB+PPO (the probability a photon absorbed

by the scintillator is reemitted) and the reemission time decay time constant. Each of

these factors are implemented in simulations in the form of a wavelength-dependent func-

tion. The optical factors for the non-scintillator media i.e. the external water and AV, had

been previously measured in external laserball scans in the water phase of the experiment,

so were still valid in the partial fill phase, summarised by A.S. Inácio in [111]. Calibra-

tion of the PMTs’ timing and charge response, which affects position reconstruction were

also measured in these water phase laserball scans.

Assumptions were also made for the LAB + 0.5g/L PPO scintillator cocktail in partial

fill, as some benchtop measurements were only carried out for the LAB + 2g/L PPO

solution:

- Absorption lengths: the absorption lengths for photons in LAB and PPO were linearly

scaled with PPO concentration with respect to measurements made with 2g/L PPO con-

centration [89][112].

- The remission probability [71] along with the associated reemission times in LAB+PPO

[108] were assumed to be constant with PPO concentration.

Having stated the assumed non-emission time optical parameters, the next section sum-

marises the scintillation emission times which resulted in the best agreement with data.
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4.3.2 Results of Scintillator Emission Time Tuning

The tuning of the scintillation emission time parameters alone was not expected to per-

fectly correct the time residual shape disagreement seen in data and simulation, since all

the other optical parameters which also affect time residual shape had not yet been mea-

sured in-situ. The main aim however was to provide much improved data-MC agreement

and in turn enhance position and energy reconstruction for the partial fill phase.

214Bi and 214Po events tagged in the region of z > 1.5m and r < 5m were chosen to compare

data and MC and tune the emission time parameters. This region was chosen as to avoid

the scintillator-water interface at z = 0.75m, as well as regions near the AV. Nonphysical

reconstruction effects can occur for events very close to z = 0.75m, due to the position

fitters incorrectly treating events originating in below the interface in the water as events

occurring in the scintillator and vice-versa. It will be shown later however that these

reconstruction effect produce small impact to the time residual distributions. For events

with r∼5.4m, total internal reflection becomes an appreciable factor for light originating

from within the AV due to the difference in refractive index of the scintillator and external

water (figure 3.1). This generally leads to worse resolutions in reconstructed position and

energy for events near the AV compared to events at smaller radii.

Table 4.3: Table summarising the updated scintillation time constants for the LAB + 0.5g/L PPO
cocktail using BiPo214 events, yielding the improved time residual shape agreement in simulation
and data.

In-situ Measurements with BiPo214 - Scintillation Time Parameters
Particle τ1 [ns] τ2 [ns] τ3 [ns] A1 A2 A3 τrise [ns]

β 13.5 23 98.5 0.55 0.335 0.115 0.8
α 12.75 43 650 0.57 0.26 0.17 0.8

Figure 4.8 shows plots of time residuals calculated in data and simulation for (a) and (c):

assuming emission times from benchtop measurements of LAB + 0.5g/L PPO, (b) and

(d) used simulation where the emission time constants have been tuned to maximise the

agreement in shape. The plots show a vast improvement in data-simulation shape agree-

ment for the scintillator’s response to β and α particles, despite the lack of a dedicated

calibration device.
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(a) (b)

(c) (d)

Figure 4.8: Plots of 214Bi (β) and 214Po (α) time residuals applying positional cuts z > 1.5m
and r < 5m, comparing data and simulation, before (a,c) and after (b,d) the tuning of scintillation
emission time constants. Statistical uncertainty bars were found to be negligible.

4.3.3 Discrepancies Between In-Situ and Benchtop Measurements

Table 4.3 summarises the updated scintillation time constants that yielded the improved

time residual agreement. It can be seen comparing with 4.2 that there is a large differ-

ence in the updated time constants (except for the rise time) compared to the previously

assumed benchtop measured values. There are a number of possible reasons contributing

to the discrepancies seen in-situ and the benchtop measurements:

It has been shown in other benchtop measurements [83], that instead of the 4 exponential

sum used in RAT, simpler, alternate modelling of scintillation emission times which use

a single decay constant (and rise time) can still accurately describe the emission times

measured in the benchtop experiments. Large uncertainties were also seen in the fitted

long decay constant values seen in the initial benchtop measurements in the 0.5g/L and

2g/L PPO concentration cocktails [110][109].

It also should be mentioned, the LAB + 0.5g/L PPO benchtop measurements saw faster

emission times for α particles compared to βs, an unexpected result due to the known

quenching effects for the heavier α particle. This was not seen in the in-situ measurement,
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where figure 4.4(c) shows longer emission times for 214Po compared to 214Bi, as expected.

It has been shown in other scintillator studies that the measured scintillation decay times

are inversely proportional to the PPO concentration in solutions of LAB + PPO [98]. It is

expected therefore that the time constants calculated in both benchtop and the large scale

in-situ measurements are liable to rapid variation for the low PPO concentration solution

considered here.

It should also be noted that the cocktails used in the benchtop measurements were not

sampled from the same batch of scintillator deposited in the detector.

To defend against incorrectly altering a timing constant to fit a discrepancy due to a lo-

calised defect in reconstruction or detector modelling, figures 4.9 and 4.10 display the

data-simulation 214Bi time residuals for various small volume slices around the scintilla-

tor. It can be seen that the data-simulation agreement remains well-behaved throughout

the detector’s volume, with the largest of the small data-MC deviations seen in the vol-

ume directly above the water-scintillator interface. The following section explores the

effect the updated emission times had on event reconstruction.

(a) (b) (c)

(d) (e)

Figure 4.9: Plots of 214Bi time residuals, comparing data and simulation with updated emission
time constants for various z-position cuts. All plots have a radial position cut of r < 5.5m.
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(a) (b) (c)

(d) (e) (f)

Figure 4.10: Plots of 214Bi time residuals, comparing data and simulation with updated emission
time constants in table 4.3) for various radial cuts. All plots have a z-position cut of z > 1.5m.

4.4 Position Reconstruction Post-Calibration

Since position reconstruction is calculated using time residuals, it was important to mea-

sure any changes to it following the update to scintillation emission times. Deploying

dedicated radioactive calibration devices in known positions within the detector, allows

for a direct comparison of position reconstruction in simulation and data. Lacking this in

the partial fill phase, BiPo214 events provided a calibration source for not only the β and

α scintillator timing, but also served to measure the position reconstruction resolution.

The β particle emitted in the decay of 214Bi propagates a couple of centimetres in the

scintillator [82]. Following the decay of 214Bi, the resulting 214Po propagates a negligible

distance during its 164µs half-life before it subsequently decays, where the emitted α

then propagates a negligible distance. Since the 214Bi prompt event occurs at the same

position as the 214Po delayed event, the measured inter-event distance arises from the

uncertainty in reconstructing the same position twice.

Figure 4.11 shows the distance between the reconstructed positions of 214Bi and 214Po,

for event pairs tagged within r < 5.7m. The position of the peak is a measure of the po-

sition resolution 1. Figure 4.12 shows again comparisons between data and the updated

1The measured inter-event distance arises from the uncertainty in reconstructing the same position
twice. The peak represents

√
2 times the resolution, assuming βs and α events reconstruct with equal...
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simulation, for x, y and z positions separately. The simulated position difference distribu-

tions were marginally narrower than those measured in data. The z-position distributions

were also seen to be narrower than both the x- and y-position distributions, expected due

to the smaller z-position phase space available in the approximately half-full detector.

The mean of the z-position difference distribution in simulation was positioned +9mm

compared to the data distribution.

(a) (b)

Figure 4.11: Plots of radial distances between 214Bi and 214Po events, using position reconstruc-
tion on simulated events assuming (a) benchtop measurements of scintillation emission time pa-
rameters (b) the updated scintillation emission time parameters shown in table 4.3. For (b) The
vertical lines represent the peak positions for each distribution, while the error bars reflect statis-
tical uncertainty. The BiPo214 events shown have positional cuts z > 0.85m and r < 5.7m applied.
Visible is the ∆r < 1m cut applied in the tagging of BiPo214.

(a) (b) (c)

Figure 4.12: Plots of distances in x, y and z position between 214Bi and 214Po events, using simu-
lated events with the updated scintillation emission time parameters shown in table 4.3. BiPo214
events have positional cuts z > 0.85m and r < 5.7m applied.

It can be seen that the Bi and Po radial distance distribution agreement for data and sim-

ulation was much improved following the updated time residual distributions required

in the position reconstruction likelihood fit process. The difference in the peak posi-

resolutions (not necessarily true to due differing light yields).
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tions was found to be 1cm, which yielded a negligible systematic uncertainty in position

reconstruction for the partial fill antineutrino analysis, discussed further in section 7.2.

4.5 Calibration of Light Yield and α Quenching from

BiPo214 events

The reactor antineutrino analysis is heavily reliant on the precise tagging of 2.2MeV

neutron capture events. To achieve this, tagged BiPo214 events allowed for a simple

calibration of the scintillator light yield. BiPo214 events were particularly useful for the

neutron capture peak in the antineutrino analysis, since the 214Bi β energy spectrum is

centred around ∼2.2MeV.

Scintillation light was calculated in simulation assuming Birks’ Law in equation 2.3.

Required were: the light yield constant S - the number of photons emitted per MeV of

deposited energy and Birks’ constant kB. Also required for the light output due to α-

particles was the α-quenching constant, which dictated the fraction of light output an

α-particle yields compared to an equal energy β [73][70].

The aforementioned benchtop experiments also included measurements of light yield, kB

and α-quenching. As with the scintillation emission times, these measurements for the

light yield parameters were previously assumed in simulations, but could be tuned by

comparing tagged BiPo214 events in data and simulation.

The value of kB plays a role in the total light yield, but unlike the light yield constant,

dictates the energy dependence of the light yield. It was decided that kB was assumed

from the benchtop measurements, and the light yield constant alone would make up for

any data-simulation disagreement in the ∼1MeV wide 214Bi spectrum.

The optical parameters were calculated from BiPo214 events in the following order: The

light yield constant was tuned such that data-simulation energy distributions agreed for
214Bi decays. Following the determination of the light yield constant by β-particles with
214Bi, any remaining discrepancy in 214Po data-simulation energy distributions was cor-

rected for by calibrating the α-quenching constant.
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4.5.1 Results of Light Yield Parameter Tuning

Figure 4.14 shows 214Bi and 214Po nhits distributions assuming the benchtop measured

light yield and α-quenching constants. The scaling factor required agreement between

data and simulation energy distributions was simply calculated as the ratio of the medians

of each distribution in data and simulation. As was done in the scintillation emission

time determination, the region defined by z > 1.5m and r < 5m was used for the tuning of

parameters.

The nhits data/simulation median ratio was calculated as 1.081 for 214Bi and a ratio of

1.057 for 214Po (following the scaling of 1.081 applied to light yield constant). It can be

seen from the plots and median ratios, that the benchtop experiment parameters underes-

timated the light yield for β particles, and overestimated the quenching due to α particles

in the SNO+ partial fill cocktail. Table 4.4 summarises the benchtop and updated values

of these optical factors following their scaling.

(a) (b)

Figure 4.13: Plots of nhit distributions in data and simulation assuming the benchtop measured
values of the light yield and α quenching constants for (a) 214Bi (b) 214Po. Events have positional
cuts z > 1.5m and r < 5m applied.

Table 4.4: Table summarising light yield and α quenching constants measured in benchtop exper-
iments and the in-situ BiPo214 calibration.

Parameter Benchtop From BiPo214

Light Yield [photons/MeV] 6190 6694
α-quenching 0.076 0.0803

Following the update to light emission parameters using the region defined by z > 1.5m

and r < 5m, the agreement between data and simulation around the detector was investi-
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gated. Plot 4.14 displays a graph of the data/simulation nhits median ratios for various

small volume slices of 214Bi and 214Po events sampled from around the detector against

radius and z-position. As expected the values of the data/simulation ratios are relatively

homogeneous and close to unity within the region used to tune the light yield parameters.

Moving away from the calibration region, the simulated nhits prediction is seen to de-

crease compared to that seen in data, the agreement worsening for positions approaching

the AV. This was suspected to be due to the mismodelling of optical effects in simulation

for light emitted near the AV. The data-simulation deviation in nhits can also be seen to a

lesser extent for events near the scintillator-water interface, likely also due to inadequate

modelling of the optical effects at the interface.

(a) (b)

Figure 4.14: Plots of the data/simulation median nhits ratio vs position following the update to
light yield parameters summarised in table 4.4. Black dashed boxes highlight the region in z and
r-position used to select BiPo214 events to tune the parameters. (a) 214Bi (b) 214Po.

Following the updates to the values of the light yield constant and α-quenching in table

4.4, the energy fitter was re-coordinated (pdfs remade in simulation with updated pa-

rameters) and BiPo214 events re-simulated. Figure 4.15 shows the reconstructed energy

spectra of 214Bi and 214Po comparing data and simulation, this time using data taken over a

much longer period, covering the majority of the partial fill phase, from 30th March to 26th

of October 2020 (runs 257558-264716). Apparent following the light yield updates, is

the good quality agreement in the spectral shapes. Small remaining discrepancies can be

seen in the width of the 214Po α particle energy spectra in data and simulation. This could

possibly be due to position reconstruction effects or some outstanding discrepancies in

the light yield parameters which were either assumed from benchtop measurements, or

the simplistic nature by which the light yield constant was scaled using the distributions’
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median positions. In terms of the antineutrino analysis, α-particles play a small role and

so this remaining discrepancy was considered negligible.

The updated plots of energy reconstruction in figure 4.15 showed much improved agree-

ment, but this was found to only be true for small radius events. Divergence at higher radii

was likely due to the mismodelling of the optics approaching the AV. The next section

discusses the calculation of a simple energy correction applied in the partial fill antineu-

trino analysis in order to counteract this divergence, and increase the fiducial volume

which could be used.

(a) (b)

Figure 4.15: Reconstructed energy distributions in data and simulation following updates to the
light yield parameters in table 4.4. (a) 214Bi (b) 214Po. Events have a positional cut of z > 0.85m
and r < 5m applied.

4.5.2 Position Dependent Energy Corrections for the Reactor An-

tineutrino Analysis

Despite the good agreement between data and simulation for reconstructed energy at the

centre of the scintillator volume, figure 4.14 highlighted the incomplete modelling of

the optics approaching the AV. The water phase similarly saw larger discrepancies in the

reconstruction of position and energy for events near the AV. It will be seen in chapter

6 that the antineutrino analysis relies heavily on the ability to tag narrowly around the

2.2MeV neutron capture peak. The analysis also benefits greatly from a large scintillator

fiducial volume. In response to this, BiPo214 events were used again to calculate a simple

energy correction factor, up to 5.7m in radius, to combat the impacts of mismodelled

optics in the partially filled detector.
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(a) (b) (c)

(d)

Figure 4.16: Plots (a)-(c) show data and simulation 214Bi reconstructed energy distributions,
applying some selected positional cuts, prior to the application of any energy corrections. (d)
Data/simulation 214Bi reconstructed energy median ratios, for various small volumes.

(a) (b) (c)

(d)

Figure 4.17: Plots (a)-(c) show data and simulation 214Bi reconstructed energy distributions fol-
lowing the position-dependent 214Bi energy scaling, applying some selected positional cuts. (d)
Data/simulation 214Bi reconstructed energy median ratios, all showing approximately 1, as ex-
pected.
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4.5.2.1 Method

The chosen method, involved the calculation of scaling factors as a function of position

in the scintillator and apply these to all reconstructed energies in simulation. Figure 4.16

shows the data/simulation reconstructed energy median ratios as a function of position,

prior to any energy corrections, with example 214Bi energy distributions sampled from

the discrete volumes. It can be seen clearly here that divergence occurs for events close

to the AV. For the scaling of simulated event energies in the antineutrino analysis, the

scaling factors (data/simulation 214Bi reconstructed energy median ratio) in each of the

discrete volume slices defined by the z and r-position cuts in figure 4.16(d) were used.

All simulated event energies were scaled by the factor in the small scintillator volume

they fall in, such that simulation agreed with data.

The BiPo214 data and scaling factors presented in this section were calculated using

the identical data run ranges used in the antineutrino analysis presented later, defined in

section 6.1.

4.5.2.2 Result of Energy Corrections

Figure 4.17(d) shows the results of the position dependent scaling corrections applied to

simulation, yielding an expected data/simulation ratio of 1 in each scintillator slice (minor

deviations from unity were primarily due to limited event statistics). Figure 4.18 shows

the 214Bi and 214Po reconstructed energy spectra in data and simulation, following the

use of energy scaling corrections, in the fiducial volume used in the reactor antineutrino

analysis. It can be seen that the calculated position-dependent energy scaling factors

allowed for excellent agreement over the fiducial volume. The ratios of the medians

and the standard deviations (σ =
√∑

Ei−µ
N

) for the 214Bi spectra measured in data and

simulation (figure 4.18) were found to be negligibly different to 1.

The scaling factors, calculated using the 214Bi spectrum, also yielded matching in the
214Po spectra in data and simulation. This was an indication that the energy correction

factors were applicable to energies away from the 214Bi energies used to calculate them.

This then demonstrated, to a limited extent, the validity of the desktop measurement

of kB, which dictates the energy dependence of the scintillation light yield. Although
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BiPo214 events do not cover the entire range of antineutrino candidate energies (up to

∼7MeV), it was useful to test both 214Bi and 214Po energies, due to a lack of alternate-

energy calibration sources in the partial fill.

(a) (b)

(c) (d)

Figure 4.18: Results of energy correction scaling factors. (a) and (b) show 214Bi and 214Po energy
spectra respectively in the entire antineutrino analysis fiducial volume, prior to energy corrections.
The application of scaling factors show vast improvement in data and simulation agreement in (c)
and (d). Vertical lines show the medians calculated for each distribution.

4.6 Conclusion

It has been shown that BiPo214 events provided a pragmatic calibration of a large number

of scintillator properties in the transitional partial fill phase. Without any dedicated cal-

ibration sources deployed, the BiPo214 calibration produced competent data-simulation

agreement for event position and energy reconstruction. The mismodelling of optics in

simulation was seen to produce discrepancies in energy reconstruction for events ap-

proaching the AV. This was countered through position-dependent energy scaling correc-

tion factors, also calculated using 214Bi events. The scaling factors were found not only

to work well for 214Bi events up to r < 5.7m, but could also be applied to lower energy
214Po events, yielding vastly improved data-simulation agreement. These calibrations
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were certainly necessary for the reactor antineutrino analysis presented in this work, but

also proved valuable for other SNO+ physics analyses and backgrounds measurements

carried out during the partial fill phase.

Calibration of scintillator timing (for α and β particles) It has been shown that

emission time calibration has lead to a large improvement in time residual distribution

shape, shown in figure 4.8. The use of BiPo214 events also had the advantage of being

able to separately measure the scintillator’s response of α and β particles, allowing for

their discrimination, to be used in other SNO+ partial fill analyses. The timing calibration

has allowed for partial fill analyses to develop, such as: investigating event separation via

pulse shape discrimination (PSD) [113] and scintillation-Cherenkov light separation in

low concentration PPO using solar neutrinos [114].

Improved position reconstruction Following the timing updates, the BiPo214 events

were then used to investigate the updated reconstruction, by measuring the distance be-

tween Bi and Po events in data and MC and comparing the distributions. Figure 4.11

showed the greatly improved consistency in the reconstruction of data and simulation in

the partial fill phase, following the timing updates.

Light yield calibration and improved energy reconstruction The 214Bi energy spec-

trum, centred approximately around 2.2MeV, was favourable to calibrate with, for the

efficient tagging of the 2.2MeV γs produced in neutron capture events for the reactor

antineutrino analysis. Figure 4.15 displayed the vastly improved data-simulation energy

distribution agreement at the centre of the partial fill scintillator volume. Good scintillator

stability was also seen over the partial fill period. The light yield parameters calculated

using data taken from the 4th of April to the 12th of May 2020, still produced good

data-simulation agreement for the extended dataset measured from 30th March to 26th of

October 2020. Discrepancies due to optical mismodelling in the region of the AV were

greatly reduced by energy correction factors, also calculated using BiPo214 events, as

seen in figure 4.18 in the r < 5.7m antineutrino fiducial volume.
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This chapter summarises the calculations used for the prediction of the rate of measurable

reactor electron antineutrino signal events in SNO+. The calculations essentially convert

the published world nuclear reactor thermal powers and positions, to the expected detec-

tion rate. Neutrino oscillation parameters can then be extracted by the measurement of

the antineutrino energy spectrum in data and comparing it in shape and rate with the cal-

culated expectations. The chapter is divided into the different stages of the calculation:

antineutrino emission, neutrino propagation followed by the cross-section of the interac-

tions which allow for their detection. The total systematic uncertainties associated with

the reactor signal will be introduced in section 7.2.2.1, referencing calculation steps in

this chapter. It will be seen however that these uncertainties will be negligible compared

to the large statistical variation in the data measured over the partial fill phase.

5.1 Antineutrino Emission in Nuclear Fission

Nuclear reactors produce electrical power through the carefully controlled fission of

heavy isotopes within the cores of the reactors. To minimise the energy of a nucleus,

neutron-rich heavy radioisotopes may fragment into neutron-rich daughter nuclei. These

daughter nuclei subsequently beta-decay (to achieve stable nuclear configurations) emit-

ting antineutrinos in the process. In total 6 neutrons on average are converted to protons

per fission of radioactive nucleii fuelling most nuclear reactors [115]. This then corre-

sponds to the emission of 6 antineutrinos per fission.

5.1.1 Nuclear Reactor Fuel

Nuclear reactors contain multiple radioisotopes as fuel for fission, where the relative

amounts of these isotopes differ slightly depending on the reactor type. The four primary

contributing radioisotopes used to fuel reactors are 235U, 238U, 239Pu and 241Pu. Long-

lived fission fragments such as 106Ru and 144Ce can be found in nuclear reactor spent

fuels, which also support antineutrino emission. Investigations by the Daya Bay collab-

orations have shown that including these fission fragments impact the expected antineu-
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trino emission intensity on the sub-percent level [116]. These corrections were therefore

excluded in RAT simulations. Similarly, [117] shows calculations of the antineutrino flux

due to spent nuclear fuel waste (as a function of its age), but these fluxes also weren’t

included in the reactor analysis presented here, due to their negligible impact.

Required for the total antineutrino emission profile from a nuclear reactor core, are the

individual radioisotope emission spectra and the relative contributions each radioisotope

contributes to the total.

Each radioisotope’s emission spectrum was calculated from the measurement of β-spectra

associated with each fuel component’s nuclear fission [118][119][120]. Models param-

eterising the emission spectra of each radioisotope have since been developed and com-

pared against the measured fission data [121][122]. Each radioisotope’s contribution to

the total antineutrino emission spectrum have also been measured in a number short and

medium baseline reactor experiments, such as Daya Bay [116] and KamLAND [51].

The uncertainties in the emission spectrum shape play a small role in the determination

of ∆m2
21, while holding more significance in θ13 measurements in short baseline reactor

experiments [123].

The next section describes each isotope’s unique antineutrino emission spectrum, as well

as the model used to parameterise the total reactor emission spectrum.

5.1.1.1 Radioisotope Emission Spectra

The Huber and Schwetz parametrised model was used in RAT to describe the antineutrino

emission spectra for each of the fuel radioisotopes fueling the reactor core [121]. The

parameter models were calculated from beta decay spectra data for 235U, 239Pu and 241Pu.

The emission spectrum for 238U was also described using the same Huber and Schwetz

model, but used theoretically calculated parameters based on an ab initio approach in

[122]1. There is a ∼10% uncertainty in the predicted flux and a similar uncertainty in

the 238U spectrum from these theoretical predictions. It isn’t expected however that these

uncertainties will play a significant role in the total reactor signal [123].

1More recent work which measured the β-spectra of the fission products of 238U has reduced the un-
certainty in the expected antineutrino spectrum [124]
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The antineutrino emission energy spectrum for a given isotope is described in the Huber

and Schwetz model with an exponential 5th order polynomial. The number of antineu-

trinos emitted per fission per MeV is:

n(Eν̄) = exp(
6∑

i=1

αpEν̄
p−1) (5.1)

Table 5.1 summarises the coefficients used in the polynomial model used in RAT to de-

scribe the antineutrino emission spectra of each radioisotope. Figure 5.1 shows the ex-

pected antineutrino emission spectrum due to each of the four simulated radioisotopes.

Table 5.1: Summary of the coefficients for each reactor fuel isotope, used in equation 5.1

Isotope α1 α2 α3 α4 α5 α6

235U 4.367 -4.577 2.100 -0.5294 0.06186 -0.002777
238U 0.4833 0.1927 -0.1283 -0.006762 0.002233 -0.0001536

239Pu 4.757 -5.392 2.563 -0.6596 0.07820 -0.003536
241Pu 2.990 -2.882 1.278 -0.3343 0.03905 -0.001754

Figure 5.1: The antineutrino emission energy spectrum for each of the contributing isotopes found
in nuclear reactor cores, calculated using equation 5.1.

5.1.1.2 Reactor Types - Fuel Composition

The relative compositions of these radioisotopes (deciding the total emission spectrum)

are dictated by the type of nuclear reactor being considered. Reactors that were expected

to contribute measurably to the antineutrino signal at SNO+ were placed in one of two

reactor type categories: the pressurised water reactor (PWR) and the pressurised heavy

water reactor (PHWR). Table 5.2 summarises the contribution each fissioning isotope
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makes to the total antineutrino flux, for each reactor type. The PWR contributions have

been adopted from measurements made by the KamLAND collaboration [51], confirmed

by the Daya Bay measurement [116]. Private communications with Atomic Energy of

Canada Limited (AECL) in 2013 provided the contributions specific to the Canadian

PHWR reactor type. It has been demonstrated in simulation that the uncertainties as-

sociated with these relative contributions, yield negligible change to the expected signal

[125].

Table 5.2: Table of each isotope’s fractional contribution to the total antineutrino flux for the PWR
and PHWR reactor types.

Reactor
Type

235U 238U 239Pu 241Pu

PHWR 0.52 0.05 0.42 0.01
PWR 0.568 0.078 0.297 0.057

5.1.2 Reactor Thermal Powers

Since the thermal energy emission per fission of each isotope is known [126], along with

the corresponding antineutrino emission per isotope fission in table 5.1, a given reactor

core’s thermal power (Pth) can be converted to an instantaneous differential antineutrino

emission intensity (ν̄es per unit energy per unit time) using:

d2N(Eν̄e , t)

dEν̄edt
=
Pth(t)

fi(t)ei

isotopes∑
i=1

fi(t)ni(Eν̄e , t), (5.2)

where ni(E) is the antineutrino emission per fission for the ith isotope, shown in equa-

tion 5.1. ei is the thermal energy released for the fission of the ith isotope. fi(t) is the

fractional contribution the isotope has to the total fission rate occurring in the reactor.

Investigations carried out by the Daya Bay collaboration, comparing predictions by the

Huber-Mueller (ILL-Vogel) model showed that a correction multiplicative factor of 0.946±0.020

(0.992±0.021) was required for data of the measured the antineutrino emitted flux to

agree with the emission model [116].
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5.1.2.1 Time Variation

The current world-leading reactor antineutrino measurement of ∆m2
21 made by the Kam-

LAND experiment had reactor power output information with high granularity in time

[52]. The KamLAND analysis incorporated a fit of the antineutrino flux variation against

time, made possible due to the large reactor flux, yielded improved constraints on the

antineutrino signal and backgrounds. Variation in signal is predominantly dictated when

nuclear cores are switched on and off, a relatively common practice for the purposes of

maintenance in reactors with multiple cores.

Due to the comparatively lower antineutrino flux at the SNO+ detector, the analysis pre-

sented in this work used a calculated flux integrated over time, where reactor power

information is published on a yearly basis by the International Atomic Energy Agency

(IAEA) [127][128]. The year averaged total thermal powers for reactors considered in

the SNO+ reactor analysis are summarised in table C.1.

The Independent Electricity Systems Operator (IESO) provided an extra source of re-

actor activity for the three Canadian nuclear reactors Bruce, Darlington and Pickering

(figure 5.5), reactors which provided the majority of the antineutrino flux at SNO+. The

IESO publishes hourly the average electrical power produced by each reactor. This sup-

plied up-to-date information on whether a reactor core was switched off, data that was

otherwise unavailable in the IAEA source until the release of their annual publication.

It was calculated that simulated reactor antineutrino events produced incorporating the

IAEA and IESO sources, saw discrepancies in the expected flux of reactor antineutrinos

at SNO+, on the level of 0.2% [129].

Armed with the expected intensity of antineutrinos emitted in given a reactor according

to thermal power and fuel type and the number of free protons, the next step is to account

for neutrino’s propagation from each reactor’s core to SNO+.
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5.2 Neutrino Propagation

With the distance for each contributing nuclear reactor to the SNO+ detector known, a

straightforward factor of (4πL2)−1 was included for every reactor to account for the flux

of neutrinos travelling from the reactor core to SNO+ (assuming neutrinos are emitted

from each reactor core isotropically).

Ndet(Eν̄) =
reactors∑

i

Ni(Eν̄)

4πL2
i

. (5.3)

To acknowledge neutrino oscillation, equation 1.39 was applied in simulation to the emit-

ted electron antineutrinos which reached the SNO+ detector. These oscillations yielded

the distortions in the prompt energy spectrum, from which neutrino oscillation parame-

ters can be extracted. Referenced throughout this work, are the global PDG oscillation

parameter values assumed in oscillation calculations. These parameters are summarised

in table 5.3.

Having calculated the number of electron antineutrinos passing through the SNO+ detec-

tor, the next section involves the calculation of the inverse beta decay cross section, the

interaction which produces a detectable event.

Table 5.3: Summary of the 2021 global PDG values for the oscillation values referenced through-
out this work [130]

Global Oscillation Parameters 2021
∆m2

21 7.53+0.18
−0.18×10-5eV2

sin2(θ12) 0.307+0.013
−0.013

sin2(θ13) 2.20+0.07
−0.07×10-2

5.3 Inverse Beta Decay

The method by which antineutrinos from reactors are measured is as old as the confirmed

existence of neutrinos, when they were first measured in 1956 in the Cowan-Reines neu-

trino experiment [6]. The method used to tag antineutrino events relies on the distinct

inverse beta decay (IBD) process. The detection of the colossal flux of antineutrinos
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emitted by a nuclear reactor is offset by the tiny probability of interaction, quantified by

the cross section, a Standard Model calculation.

5.3.1 The IBD Interaction Process in Liquid Scintillator

The IBD reaction involves the CC interaction of an antineutrino with a proton, producing

a neutron and a positron:

ν̄e + p→ e+ + n (5.4)

The minimum energy of an incoming antineutrino in the lab frame to produce a neutron

and positron at rest is:

EIBD
ν̄,min =

(mn +me)
2 −m2

p

2mp

= 1.806MeV (5.5)

The IBD interaction process occurring in a detector is represented in the sketch in figure

5.2. In liquid scintillator, the positron deposits its energy in the scintillator, emitting

light, as it slows down over a distance of ∼1cm, then very quickly annihilates with an

electron in the detector, producing annihilation photons, which also deposit energy in the

scintillator. A discussion of the event topology for IBD events compared to background

events in the reactor antineutrino analysis, is discussed in chapter 6.

Figure 5.2: A sketch of the inverse beta decay interaction in liquid scintillator.

The neutron is created at the same point the positron is, but does not trigger the detector

immediately. The neutron propagates in the lab frame on a random walk, thermalising via

elastic collisions with protons in the detector yielding negligible scintillation light, until

it is eventually captured by an indiscriminate proton in the detector. Neutron capture by a

proton produces a deuteron (d) alongside an easily detectable 2.2MeV photon: n+ p →
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d + γ. The capture process has a half-life of ∼200µs, occurring at a distance of ∼30cm

from the annihilation point of the positron. As mentioned in chapter 2 GEANT4 served to

calculate the propagation of the positron, neutron and scintillation photons in simulation

[81].

This characteristic time and position association of the prompt positron and delayed

2.2MeV neutron events provides an analyser with a powerful tool. Tagging the pairs

of events yielded by IBD, separated by a distinct time and position difference between

them, allows for very powerful mitigation of contamination from random background

events constantly occurring in the detector, which are uncorrelated in time (chapter 6).

5.3.1.1 Positron Energy

Due to the large discrepancy in the mass of the neutron and positron, the neutron carries a

very small amount of the incident antineutrino energy in the form of kinetic energy. This

allows one to essentially directly measure the energy of the neutrino by determining the

positron’s energy.

Due to the γs released in the annihilation of a positron with an electron (total energy

equal to 2me ∼1.1MeV), a positron emitted at the IBD threshold energy EIBD
ν̄,min (eqn.

5.5), will still deposit energy well above the threshold measurable energy in scintillator

at SNO+ (chapter 3). The energy deposited in the scintillator by the positron Edep,e+ can

be approximately written in terms of the incident antineutrino’s energy as:

Edep,e+ ≈ KEν̄e −mn +mp +me ≈ KEν̄e − 0.8MeV, (5.6)

where it has been assumed that the neutron carries a negligible amount of kinetic energy

due to its mass. Since the energy of the prompt positron event is proportional to the ki-

netic energy of the antineutrino, distortions due to oscillations in the measured positron

spectrum produced in IBD are one-to-one to the energy spectrum of neutrinos passing

through the SNO+ detector. Measuring ∆m2
21 is therefore derived from the energy spec-

trum the prompt positron events for all tagged IBD positron-neutron pairs.

It should be noted that the simplified relationship between positron and antineutrino en-
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ergies presented in eqn. 5.6 was for demonstration purposes only. Full 4-momentum

conservation calculations were made in RAT simulations of reactor IBD events.

5.3.2 Inverse Beta Decay Cross Section

Figure 5.3: Tree level Feynman diagram of the IBD interaction.

Figure 5.3 shows the tree-level Feynman diagram of the IBD interaction. The IBD cross

section used in the antineutrino analysis was calculated using [131]. Further descriptions

of this calculation can be found in appendix D.

Figure 5.4: Distributions of the antineutrino emission spectrum (no oscillation) for a PHWR
reactor (red), the IBD cross section (blue) and the product of the two (black). Each distribution
has been scaled arbitrarily for the purposes of demonstration.

Figure 5.4 plots the shapes of the PHWR reactor emission spectrum alongside the IBD

cross-section using equation D.8, as well as their product. The product reflects the ex-

pected energy spectrum an antineutrinos that can interact within the detector at SNO+

(no oscillation).
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5.3.3 Target Protons in the Scintillator

Now established, is the rate of antineutrinos propagating from nuclear reactors, passing

through the SNO+ detector and the probability of the IBD process occurring. Required

next, is the number of target protons available in the SNO+ target volume available to

found the IBD process on. The number of free protons was estimated using the measured

number density of hydrogen atoms of the liquid scintillator. The calculation involved

measurements of the LAB + PPO cocktail density and the proportions of the various LAB

chain lengths (and thus hydrogen atom densities) making up the scintillator [69][70].

To account for variations in the detector cavity temperature, the measurements of the

scintillator density were made against temperature. The SNO+ detector volume is kept

on average at a temperature of 14◦, where in the water phase, there was a temperature

gradient seen from the top the bottom of the detector of approximately 3◦C [132][133].

For the partial fill reactor analysis, with only 365t of scintillator in the top half of the

detector, this gradient wasn’t expected to be as large. Even with the assumption of a 3◦C

difference across the scintillator, a 0.4% uncertainty was calculated in the density. This

was expected to impact to the antineutrino analysis negligibly.

The hydrogen number density was calculated to be 6.30×1028m-3, calculated similarly to

that of the carbon density in section 6.3.2.3. The volume of the scintillator contained in

the AV in the partial fill phase was calculated to be 382.7m3, yielding a total of 2.41×1031

protons that IBD can be founded upon.

5.4 Expected Reconstructed Energy Spectrum

Table C.1 lists the nuclear reactors, thermal powers and distances for each reactor con-

sidered in the SNO+ reactor antineutrino analysis. Figure 5.5 demonstrates the expected

reconstructed positron energy spectrum measurable at SNO+ due to oscillated reactor

antineutrinos (and geoneutrinos), in the pure scintillator phase with 1 year of livetime.

Shown in the figure are the unoscillated and oscillated signals (dotted and solid black re-

spectively) calculated using equation 1.39 and current PDG global fit neutrino oscillation

parameters [130]. The solid black oscillated signal is a stacked histogram, showing the
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Figure 5.5: Stacked histograms demonstrating the expected reconstructed energy of positron
events due to reactor and geoneutrino events, oscillated using eqn. 1.39 with oscillation parame-
ters in table 5.3. Shown is a livetime of 1 year in the pure scintillator phase. A fiducial volume
cut of r < 5m was applied to all simulated events.

separate contributions of the three nearest Canadian nuclear reactors Bruce, Darlington

and Pickering, at distances of ∼240, 340 and 350km respectively from SNO+, as well

as combining the contributions of all reactors less than 1000km away. The contributions

of the 3 Canadian reactors combined yield ∼60% of the oscillated signal. Bruce, is the

largest and nearest reactor to SNO+, contributing ∼40% of the oscillated signal. Chapter

7 discusses the analysis cuts applied to the simulated IBD events to isolate the positron

energy spectrum shown.

In an ideal world, one could isolate the contribution of a single antineutrino source such

as Bruce, and very precisely measure ∆m2
21 from its distinct spectrum (or in the case of

JUNO, place a detector equidistant to multiple reactors [48]). Despite the small number

of nearby reactors, along with sub-optimal reactor distances for ∆m2
21 extraction (chapter

1), the cluster of reactors all at ∼240km from SNO+ still yields a distinct and substantial

oscillated energy spectrum.

Shown now, are the calculations used to construct in simulation the expected antineutrino

oscillated energy spectrum, against which data was compared to extract the neutrino

mixing parameters. The next chapter details the data analysis techniques used to isolate

the IBD events in data, as well as specifying the backgrounds present in the reactor

antineutrino analysis.
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6 | Reactor Antineutrino Signal Extraction

Signal extraction in this antineutrino analysis refers to the process of sifting through

triggered event data and identifying the ‘prompt’ positron and the ‘late’ neutron capture

event produced in IBD. This chapter summarises the data analysis methods and cuts

used to extract the antineutrino signal in the partially filled SNO+ scintillator detector.

Examined also are the sources of background events which can contaminate the reactor

antineutrino analysis cuts, negatively impacting the sensitivity to oscillation parameters

∆m2
21 and θ12.

6.1 Dataset and Livetime

Under ideal circumstances, the SNO+ detector would continuously record data through-

out the year. Thanks to the 2nd law of thermodynamics, this isn’t the case. A detector run

could be demoted as a good physics run for a variety of reasons:

- Failures in electronics (large numbers of inactive/overactive channels or abnormal trig-

ger rates).

- Calibration or maintenance runs.

- Abnormal overall muon rates or OWL PMT detection efficiencies.

- Runs with excessive accidental background rates (section 6.3.3).

- Loss of power, earthquakes, lightning storms or blasting activity in the mine.

- Physics runs shorter than 30 minutes and the reason for ending early was not noted in

the detector shift report by the detector operator.

Following the removal of runs which failed due to the above reasons, the data used in

the partial fill antineutrino analysis was recorded from the 30th March to the 26th Octo-

ber 2020, runs 257558-264716, corresponding to a livetime of 127.80 days. Losses in

livetime due to dead-time that may be induce by data-cleaning cuts which remove instru-

mental events, were assumed negligible. Simulation and data processing were carried out

using RAT version 6.18.9.
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6.2 Antineutrino Coincident Pair Event Selection

Introduced in the previous chapter was the distinct IBD interaction by which an incoming

electron antineutrino can be detected. The correlation in position and time between the

prompt positron event and the late neutron capture event accompanying the positron,

allowed for the extraction of a very distinct signal from the high rate of triggered events

occurring in the scintillator volume.

6.2.1 Position and Time Correlation

Time Difference The probability distribution for the neutron capture event following

its random walk from its point of creation, can be written as:

P (t)dt =
e−t/τ

τ
dt (6.1)

where the capture occurs at time t after the prompt positron event (and the positron event

is assumed to occur a negligible time following the neutron’s creation). Time τ represents

the medium-dependent neutron capture constant for neutrons on 1H in the scintillator

(the sub-percent capture of neutrons on 12C was neglected), which has been measured

to be slightly larger than 200µs in the KamLAND and Daya Bay scintillator cocktails

[134][135]. Applying a maximum time difference threshold on event pairs provides a

powerful handle on extracting IBD event pairs.

Position Difference The distance the thermalising neutron travels from its creation

point can also be used. The position difference cut is second in influence compared

to the time difference cut, for the reduction of uncorrelated random background events.

Figure 6.1 shows the reconstructed ∆t and ∆r distributions for reactor antineutrino events

simulated in the partial fill phase, applying the analysis cuts summarised in table 6.1.
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(a) (b)

Figure 6.1: ∆t and ∆r distributions for reactor antineutrino events simulated in the partial fill
phase.

6.2.2 Coincidence Pair Analysis Cuts

Apart from the time and position coincidence cuts, each candidate prompt and late event

pairs were required to pass an assortment of other energy and position cuts summarised

in table 6.1. For the late neutron capture event, narrow energy cuts around the promi-

nent 2.2MeV peak, allowed for powerful reduction of random background events. The

choice of cuts such as the muon follower veto and the multiplicity cuts will be discussed

later in section 6.3.4, alongside the backgrounds they target. Thanks to the distinct IBD

signal and large event energies considered, background events due to instrumentals were

expected to be negligible. Regardless, a simple data-cleaning mask was applied to all

events recorded in data. This mask was assumed to yield negligible signal sacrifice. For

antineutrino events interacting in the fiducial volume defined by the positional cuts in

table 6.1, the analysis signal efficiency was calculated in simulation as 78%. Accounting

for the loss in livetime due to the muon veto cut, the total livetime of recorded data in this

partial fill antineutrino analysis was 125.40 days.

6.2.2.1 Correction Factors for Energy Cuts

Chapter 4 introduced the impact the mismodelling of optics approaching the AV had on

reconstructed energy. It was observed for BiPo214, that event energies reconstructed in

data near the AV were scaled higher compared to the same event reconstructed approx-

imately within a 5m radius. This made placing narrow energy cuts surrounding the late

2.2MeV neutron capture peak more difficult, due to the peak’s movement with position.

To combat this, the scaling correction factors summarised in section 4.5.2, were applied
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Table 6.1: Table of Partial Fill Analysis Cuts.

Parameter Prompt Event Late Event

Energy (MeV) 0.9 < E < 8 1.85 < E < 2.4
∆t 400ns < ∆t < 0.8ms

∆r (m) ∆r < 1.5
r (m) < 5.7 < 5.7
z (m) > 0.85 > 0.85

FitValid True True
Muon Veto

veto all following pairs for 20s nhits > 3000

Multiplicity
Remove events with:

Energy > 0.4MeV and ∆r < 2m
between or 2ms after event pairs.

to the energy threshold cuts. That is, energy scaling factors were applied to all simulated

event energies such that data and simulation agreed, and then were also applied to the

energy cut thresholds for both data and simulation, used to extract IBD events. This ef-

fectively narrowed the energy cuts needed to capture the neutron peak across all positions

in the antineutrino fiducial volume, achieving a larger reduction of background events.

6.3 Backgrounds

The IBD event pairing technique provides powerful mitigation of contamination due to

random uncorrelated background events. Conversely, backgrounds that yield correlated

pairs of events within similar energy ranges, may also be tagged with the reactor antineu-

trino tag. This section introduces the various sources of background events considered

in the antineutrino analysis, classified as either correlated and uncorrelated background

events.

6.3.1 Correlated Background: Geoneutrinos

Reactor cores are not the sole source of MeV-scale antineutrinos. Antineutrinos are also

emitted in the decay of naturally found radionuclides in the Earth’s crust and mantle, gen-

erally due to 40K, 232Th, 238U and 235U [136]. These antineutrinos are typically named

‘geoneutrinos’, generating IBD events indistinguishable from those due to reactor an-
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tineutrinos of the same energy. In terms of this analysis, the geoneutrinos produced in
40K and 235U decays do not yield an appreciable flux of antineutrinos above in the IBD en-

ergy threshold, so were therefore ignored. Previous measurements of geoneutrinos have

been made previously by Borexino and KamLAND, both kilotonne-scale liquid scintilla-

tor experiments principally similar to SNO+. Currently, the total (and relative) amounts

of the radioactive elements in the Earth’s mantle are not known to a high degree of preci-

sion. This is primarily due to lack of large-sample measurements of the geoneutrino flux

to compare against [137][138].

The radionuclide content is known to vary across the Earth’s crust and mantle, where

detection of geoneutrinos at SNO+ would be the first measurement in the Americas, with

events originating primarily from the Archean Superior Craton and surrounding North

American plate [139]. Samples measuring the local geology around SNO+ have been

incorporated into the 3D models used to predict the flux of geoneutrinos reaching SNO+

[140]. As mentioned, there are large uncertainties associated with these models.

6.3.1.1 Expected Geoneutrino Flux

The models employed in RAT for the simulation of geoneutrinos at SNO+ were those

referenced in [136]. The popular models used to describe the Earth’s contributing ra-

dioisotope composition, can be broken down into three overall categories, Low-Q, Mid-

Q and High-Q. Each category is defined by the total predicted radiogenic heat emitted.

Calculations provided by O. S̆rámek using the Mid-Q model predict fluxes of 34.1±5.0

and 9.5±0.8 Terrestrial Neutrino Units (TNU) by the 235U and 232Th decay chains re-

spectively at SNO+ [141], where a TNU is defined as one interaction in a year of fully

efficient exposure to 1032 free protons. Converting from TNU to the scintillator volume at

SNO+, yields (assuming 100% antineutrino detection efficiency) 19.7 and 9.5 detectable

geoneutrino interactions per year occurring within the full scintillator volume contained

within in the AV (with similar calculations in chapter 5). The Low-Q and High-Q models

respectively predict 17.2 and 24 events/year for Uranium and 4.7 and 7.6 events/year for

Thorium.

While the measurement of geoneutrinos at SNO+ would be a great realization in itself,
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their flux negatively impacts the extraction of the reactor antineutrino energy spectrum

(due to their indistinguishability from reactor antineutrino IBD events), so were consid-

ered a background. The low flux and associated uncertainties due to Poisson fluctuations

for geoneutrinos detectable at SNO+, makes distinguishing between the Low, Mid and

High-Q models in the partial fill data impossible. The Mid-Q model was assumed for the

analysis, where the associated large uncertainties played a small role in the sensitivity to

∆m2
21.

(a) (b)

Figure 6.2: Predicted geoneutrino emission spectra shapes for the 238U and 232Th decay chains
(a) Emission spectra shape for each source species [142], spectra were scaled to arbitrary units,
but the relative normalisations agree with the Mid-Q model. (b) Product of the emission spectra
in (a) with the IBD cross section in equation D.8.

Figure 6.2 shows the expected geoneutrino kinetic energy spectra from the 238U and 232Th

decay chains above the IBD threshold energy (eqn. 5.5). In response to the limited

statistics expected in partial fill and the geoneutrino model uncertainties, a single U+Th

combined geoneutrino contribution has been used in all subsequent plots.

Oscillation Since geoneutrinos may also propagate long distances from the Earth’s

crust and mantle to SNO+, they can also undergo observable oscillation. Unlike reactor

neutrinos, emitted from a localised point, the positions of geoneutrino sources are spread

throughout the Earth’s crust and mantle. The vacuum survival probability equation in

1.39 for reactor antineutrinos can be replaced with a probability averaged over hundreds

of kilometres. This leads to a dependence only on mixing angles, i.e. no distortions in

the energy spectrum shape due to ∆m2
21:

⟨Pν̄e→ν̄e⟩ ≈ sin4θ13 + cos4θ13[1−
1

2
sin22θ12] (6.2)
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Figure 6.3 shows the partial fill Asimov dataset energy spectrum showing the expected

rate of geoneutrinos alongside events due to reactor antineutrinos, passing the antineu-

trino coincidence cuts in table 6.1, oscillated at the PDG global oscillation parameters

[143].

Figure 6.3: Asimov dataset of the reconstructed energy spectra for the partial fill dataset due to
reactor antineutrinos and geoneutrinos, oscillated by the global oscillation parameters summarised
by PDG [130].

Note on Matter Effects The vacuum oscillation probability has been assumed for this

analysis. Introduced in chapter 1 were the impacts matter effects have to the neutrino

survival probability, assuming a constant electron density experienced by the neutrino

across its propagation. It is known however that the electron density varies as a function

of radius throughout the Earth [144]. Calculations have been carried out for the Kam-

LAND experiment, numerically solving the geoneutrino survival probability, accounting

for matter effects and the added complexity of a varying electron density throughout the

Earth [145]. It was found that for monoenergetic geoneutrinos propagating through the

Earth, the impact to the survival probability for a geoneutrino propagating various dis-

tances through the Earth, differed from the distance averaged vacuum prediction by less

than a percent [146], so was neglected in this analysis.

6.3.2 Correlated Background: α-n

A particularly threatening background to the reactor antineutrino spectral fit at SNO+,

arises indirectly from the rate of energetic α particles in the detector. The capture of α

particles by 13C atoms present in the detector can incur the interaction: α + 13C → 16O
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+ n, producing an IBD-like coincidence event in the detector. α particles may also be

captured by 14/15N and 17/18O yielding similar background events, but are ignored due to

their negligible presence in the scintillator [70]. The term ‘α-n’ in this work therefore

refers specifically to the 13C(α,n)16O interaction.

The α-n mimicry of the IBD interaction arises from the ejection of a neutron from the
17O atom following the α capture. The energetic neutron thermalises and emits a 2.2MeV

gamma upon its capture, just as in the IBD event. Discussed next, are the interaction path-

ways by which the α-n interaction produce prompt events with the late neutron capture

event.

6.3.2.1 α-n Prompt Energy Spectrum

Figure 6.4 shows a sketch of the three possible channels by which the α-n interaction

can produce coincidence pairs, as was simulated in RAT. The probability of each channel

depends primarily upon the energy state the 16O is produced in.

1. Most commonly, a high energy neutron is emitted which elastically scatters multiple

protons within the first O(ns) of its random walk and eventual capture (∼200µs later) on

a proton in the detector. GEANT4 predicted the thermalising neutron in α-n to scatter

on average 7 protons which subsequently produce measurable scintillation light in the

SNO+ scintillator. The combined light emitted by these energetic scattered protons can

pass the prompt event energy threshold, while the neutron capture provides the late event,

just as the IBD interaction.

2. The high energy neutron may also inelastically scatter off a 12C nucleus, prompting its

excitation and subsequent emission of a 4.4MeV γ, providing the prompt event.

3. Upon the α particle capture, the 16O may be produced in one of two excited states.

Upon the de-excitation of 16O, emitted are an e+ + e− pair of total energy 5.03MeV, or a

6.13MeV γ. In the simulation of the e++e− pair in RAT, it was assumed that each paricle

shared the total to each identically have a kinetic energy of 2.513MeV for simplicity.

The annihilation of the positron with an electron in the scintillator yields annihillation

gammas of total energy 1.02MeV, resulting in a total visible energy of 6.05MeV for the
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prompt event.

(a) (b)

Figure 6.4: (a) Pdf generated in RAT of the expected measurable prompt event energy spectrum
due to the 13C(α,n)16O interaction. (b) Sketch of the three possible reaction pathways for the α-n
interaction.

Discussions of the calculations used to simulate the shape and rate of the α-n interaction

in RAT will follow shortly. Examined next, is the measurement of the rate of α decays

due to 210Po in detector over the partial fill phase, which sources the α-n interaction in

SNO+.

6.3.2.2 210Po Rate

Of all the α particles produced in the detector 210Po decays are essentially the sole source

of α particles producing the α-n interactions in SNO+. 210Po originates from the 238U

decay chain, has a half-life of 138.4 days and emits α particles at 5.304MeV [96]. 210Po

may also α decay as 210Po→206Po+α(4.517MeV)+ γ(0.803MeV), 0.0012% of the time

[147]. This decay branch was ignored in this partial fill analysis. Despite the quenching

in α scintillation during the partial fill phase (table 4.4), the reconstructed energy of

the 210Po α was far above the threshold energy of the detector, allowing for an in-situ

measurement of the 210Po rate, required for the calculation of the expected α-n rate.

The rate of 210Po was measured in partial fill data by S. Riccetto, fitting the low energy

peak centred around ∼0.4MeV (the quenched energy peak produced by the 5.3MeV 210Po

α particle). Figure 6.5 displays the fit method implemented, also fitting the underlying
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210Bi contribution. A decay rate of 85Hz on average over the partial fill dataset, in a

fiducial volume defined by r < 5.7m and z > 0.85m, with a >99% tagging efficiency.

Extrapolating by volume to the full scintillator volume in partial fill, defined by r < 6m

and z > 0.75m, a rate of 103.7Hz was estimated for 210Po for the antineutrino analysis.

Figure 6.5: Low energy peak fit of the 210Po rate carried out by S. Riccetto, plot taken from [148].

6.3.2.3 α to α-n Conversion

Following the 210Po rate measurement, the next step in the α-n rate prediction was the

calculation of the of α to α-n conversion fraction, through a calculation of the interaction

cross section. The following calculations referenced here reflect studies of the α-n inter-

action and ongoing measurements of its cross section since the 1950s [149]. There are

still outstanding uncertainties in the cross section, branching ratios and emitted neutron

energy spectra, where for some of these parameters there is ongoing debate.

To calculate the total yield of 13C (α,n)16O interactions for a given 210Po α decay rate,

the conversion fraction to neutrons can be calculated as:

N = n13C

ˆ Eα

0

dEα
σ(Eα)

dEα/dx
, (6.3)

where the scintillator was treated as a thick target, assuming a mono-energetic α par-

ticle slowed down in the scintillator according to the stopping power of the particle in

the medium dE/dx. The number density of 13C is represented as n13C . Finally σ(Eα)

represents the α capture cross section as a function of energy.
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For the cross section, the JENDL/AN-2005 libraries were adopted for this analysis [150].

JENDL presents a calculation of the continuous α capture cross section, based primarily

on cross section measurements by K.K. Sekharan et al. (1967) [151] and J.K. Bair et

al. (1973) [152]. Figure 6.6 shows the JENDL result for α capture on 13C assumed in

this analysis. Also shown are the direct measurements of the cross section, including the

more recent Harissopulos et al. [153] result, which is referenced throughout this work,

but was not incorporated in the JENDL cross section used in this partial fill analysis.

Figure 6.6: α capture on 13C cross section against α energy, showing in solid black, the calcu-
lated result from the JENDL/AN-2005 libraries [150]. Shown also are data points from direct
measurements of the 13C cross section. These graphs were made using JANIS Web [154].

A numerical calculation of equation 6.3 for the Daya Bay liquid scintillator experiment

was carried out assuming a 210Po α source. Using the shown capture cross section and

GEANT4.9.2 simulations of the 210Po α’s propagation in the Daya Bay scintillator,

taking stopping power factors from SRIM [155], a total neutron yield per 210Po α of

5.8±0.4×10−8 was found, where the uncertainty was predominantly decided by the cross

section and its integration over the 210Po α path. This calculation was made for the

Daya Bay Gd-loaded LAB liquid scintillator cocktail which was calculated to have a

number density of 13C of 3.85×1020cm-3 (where the uncertainties in the density were

small compared to the capture cross section). Rate uncertainties are discussed further in

chapter 7.

The value for 210Po α-n conversion fraction assumed for SNO+, was taken from the

aforementioned Daya Bay calculation, accounting for differences in the 13C content for

the scintillator cocktail. Although SNO+ shares the same liquid scintillator compound as

Daya Bay, scintillator chain lengths can vary markedly, so a separate measurement of the
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carbon content needed to be accounted for. Previous measurements of the the SNO+ scin-

tillator cocktail yielded an average elemental composition of H28.360C17.195N0.002O0.002

in LAB + 2g/L PPO [70], along with a measured liquid scintillator density in partial

fill of 0.857g/cm3. These measurements yielded a moderately larger 13C number den-

sity (compared to the DayaBay liquid scintillator) of 4.15×1020cm-3. Uncertainties in

the measured density were on the level of 0.1%. For the partial fill scintillator (LAB +

0.5g/L PPO) the difference in 13C content due to the lower PPO concentration was consid-

ered negligible. Accounting for the larger measured 13C content in the SNO+ scintillator

compared to the Daya Bay medium, the total 210Po α neutron conversion fraction was

scaled up to 6.2±0.4×10−8 (assuming the same cross section dominated uncertainties in

the Daya Bay result).

Assuming the 210Po rate measured in partial fill, and the α-n yield rate calculated above,

figure 6.7 depicts the Asimov dataset expectations for the partial fill dataset, applying the

analysis cuts shown in table 6.1. Apparent immediately is the large amount of contam-

ination due to α-n in the partial fill phase. Their impact on the sensitivity to oscillation

parameters will be demonstrated in chapter 8, followed by discussion of their removal in

future SNO+ analyses.

Figure 6.7: Asimov dataset of the reconstructed prompt event energy spectra for the partial fill
dataset due to reactor antineutrinos, geoneutrinos and α-n.

6.3.2.4 13C(α,n)16O Spectrum Shape

While the total rate of the expected α-n prompt energy spectrum is dictated by the total

cross section in figure 6.4(a), there are a number of other factors apart from the cross
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section which can impact the expected shape.

16O Branching Ratios The relative size of excited energy peak (3) to ground state

peaks (1) and (2) in figure 6.4, depends upon the branching ratios of the first and second

excited energy final states of 16O. The two 16O excited states form the single peak (3) in

reconstructed energy. The 5.304MeV α from 210Po only has sufficient energy to access

the first two excited states of 16O, as summarised in table 6.2, alongside the branching ra-

tios assumed in RAT simulations. There are currently large uncertainties on these excited

state branching ratios1.

Table 6.2: Summary of the possible 16O states accessible following the 13C(α,n)16O interaction,
following the α decay of 210Po [150]

16O
State

Threshold Eα

(MeV)
Energy Level

(MeV) Decay Mode Branching Ratio

Ground 0 0 - 90.8%
1st Excited 5.014 6.049 e++ e- 8%
2nd Excited 5.119 6.13 γ 1.2%

Neutron Energy Spectrum Energetic neutrons are emitted at a wide range of energies

by the ground state 16O. These spectra of these energetic neutrons dictate the prompt

reconstructed energy spectrum due to the scattered protons in peak (1) of the α-n prompt

spectrum.

Figure 6.8 displays the assumed neutron energy spectrum used in the simulation of α-n

in RAT. The spectrum shown was created using the α-n cross sections from JENDL and

α stopping powers for 210Po αs from SRIM, the same as those used for the total α-n

rate calculation in the previous section. The calculations adopted from JENDL also ac-

counted for the neutron angular partial cross section distributions, typically parameterised

by Legendre Polynomials [146].

For the expected magnitude of peak (2), any uncertainties in the inelastic neutron scatter

1Harissopulos et al. presented a cross-section measurement with a 4% uncertainty, directly compared
against deploying a dedicated α-n source [147]. The source allowed for separation of the the two excited
states (separately measuring the e+ annihilation peak). Good agreement was found at low energies, while
a scaling factor of 0.6 was required for the 1st excited state [52]. Debate over the cross section uncertainties
at higher energies is ongoing. It was noted in [156] that the Harissopulos et al. result might be subject to
overestimation for α energies above 5MeV.
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on 12C, as modelled in GEANT4, were again expected to be negligible due its small

contribution overall.

Figure 6.8: Neutron energy spectra for the 210Po α-sourced α-n interaction [150] [155].

Proton Scintillation Quenching. Peak (1) The modelling of the subsequent ener-

getic neutron interactions in the detector were calculated in GEANT4. The quench-

ing of scintillation light for energetic protons was measured in dedicated neutron beam

experiments carried out on samples of the SNO+ liquid scintillator, measuring kB =

0.0093±0.0004cm/MeV for protons in LAB + 2g/L PPO [70].

Related to the calculation of the neutron energy spectrum above, it has been investi-

gated by the Daya Bay and KamLAND experiments, the impact of simulating (also using

GEANT4) the isotropic emission of energetic neutrons in α-n interactions versus emis-

sion with an angular dependence [157][146]. It was found that the expected impact the

angular dependence had to the prompt energy spectrum was small (primarily due to the

fact that the energetic neutron scatters multiple times). In this statistics-limited analysis,

isotropic emission of neutrons was assumed in the simulation of α-n events in RAT.

6.3.2.5 Surface α-n events

The measurable reactor antineutrino flux would be maximised by including the entire

scintillator volume within the AV. High rates of 210Po from the surface of the AV pre-

vented the use of a maximal fiducial volume defined by r < 6m [158]. The fiducial

volume of r < 5.7m was calculated in simulation to reduce the contamination of α-n from

the surface to negligible levels [159]. This allowed only 210Po measured in the scintillator

bulk to be considered in the calculation of the expected total α-n contamination.
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6.3.3 Uncorrelated Background - Accidentals

As was seen in chapter 4 in the tagging of coincident BiPo214 events, the term ‘acci-

dentals’ was used to describe the uncorrelated, random background events in the detector

which pass the coincidence analysis cuts. For periods of data where there was a very

high rate of background events, there was increased probability of two uncorrelated de-

cays occurring close together in time and space, passing the antineutrino analysis cuts.

The uncorrelated nature of the event pairs passing the coincidence cuts leads to the ex-

pectation of a flat distribution for the time between the event pairs (∆t). The expected

∆r distribution for accidental events is expected to approximately follow a (∆r)3 dis-

tribution (i.e. a random background event probability increases with the volume of the

sphere defined by radius ∆r). The calculation of the expected accidentals contamination

was calculated directly from the dataset, an advantage over the previously mentioned

background calculations.

6.3.3.1 Accidental Rate Contamination Calculations

Antineutrino-like Event Rate Measurement The primary method used to calculate

the expected antineutrino contamination involved the rate of prompt-like and late-like

events occurring in the detector, measured on a run-by-run basis. The total number of

random accidental event pairs expected to pass the IBD coincidence cuts with time win-

dow ∆t, calculated for a total search livetime T as:

Nacc = rp · rl ·∆t · T, (6.4)

where rp is the rate of single events that pass the prompt cuts individually in table 6.1.

The calculation assumes a constant rate of uncorrelated background events over the run.

In order to account for the ∆r cut in the IBD tagging, all prompt-like and late-like events

were paired at random, applying the ∆r cut on the pair. rl then was the rate of events

which passed the late event analysis cuts, and also passed the ∆r requirement with ran-

domly paired prompt events. The calculated total accidental contamination for the entire

partial fill antineutrino dataset was calculated as 0.216±0.002 events, showing statisti-
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cal uncertainty. This small rate of expected accidental events was not included in the

antineutrino likelihood analysis.

The accidental contamination rate dictated the choice of the 0.9MeV prompt event energy

cut in table 6.1. A lower energy cut of 0.4MeV would have allowed for the entire α-n

spectrum in figure 6.4(a) to be measured and constrained. It was found however for this

lower energy cut, the accidental contamination level increased to rates which could no

longer be neglected.

Extended ∆t Window An alternative calculation of the accidental contamination used

for comparison, involved extending the ∆t window in the IBD analysis cuts. Accidental

event pairs uncorrelated in time were expected to have flat ∆t distribution, so extending

the window beyond the lifetimes of any correlated pairs would capture accidental pairs

alone. The IBD cuts in table 6.1 were applied to data, with the ∆t cut replaced with 1 <

∆t < 40.98ms, a window 50 times longer than the original cut. This yielded a total of 11

pairs and therefore an expected accidental contamination of 0.22 events, agreeing with

the negligible result in the previous calculation.

6.3.3.2 BiPo214 Removal - Accidentals

It was shown in figure 4.7 that the rate of BiPo214 decays early on in the partial fill phase

was large in the early portion of the phase, until eventually levelling out. BiPo214 events,

although themselves correlated in time, are not expected to pass the IBD analysis cuts at

an appreciable rate, since the delayed 214Po event (∼0.7MeV) falls far below the late

energy window. BiPo214 events however can produce antineutrino candidate event pairs

at sufficiently high rates, as to contaminate the IBD selection in the form of accidental

events. The prompt 214Bi event produces reconstructed energies which frequently pass the

late neutron energy cut. Therefore, two independently decaying 214Bi events occurring

close together in time and space could pass the IBD analysis cuts.

For this reason, BiPo214 events were tagged and removed from the dataset prior to the

search of antineutrino events. Since BiPo214 pairs were not tagged at a 100% efficiency,

a secondary check for the removal of BiPo214 pairs was also applied. For every tagged
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antineutrino candidate pair, any 214Po event measured between the pair or after the late

event (up to 2ms, covering many 214Po half-lives) demoted the antineutrino candidate pair

to an accidental. The 214Po was defined as an event with reconstructed energy greater than

0.5MeV and reconstructed within 2m of either the prompt or late antineutrino candidate

events, occurring after the prompt event. The tagging efficiency of the 214Po alone ap-

plying the above conditions was assumed to be 100% from simulation. It was found

that this extra tag of the 214Po was not required, following the prior removal of tagged

BiPo214 pairs. Repeating the accidental contamination when BiPo214 events were not

first removed, yielded an expected contamination of 0.71 events across the partial fill

dataset.

Plot 6.9 shows the energy spectrum of all prompt-like events, i.e. single events which

pass only the prompt cuts in table 6.1, following the removal of BiPo214 pairs. These

single prompt-like events form the energy distribution of the accidentals backgrounds,

which was considered negligible in this analysis.

Figure 6.9: Energy distribution of all prompt-like events in the partial fill antineutrino dataset.

6.3.4 Atmospherics

6.3.4.1 Atmospheric Neutrinos

As seen in chapter 1, highly energetic neutrinos created through cosmic ray interactions

in the atmosphere can reach the SNO+ detector. These neutrinos span a wide range of

energies, typically measured from 100MeV to 10GeV [39].

Atmospheric neutrinos can interact with nuclei in the detector, N , through NC and CC

interactions as: ν + N → ν + X and ν + N → l + X , producing new nuclei X and
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leptons l. Atmospheric neutrinos can produce antineutrino candidate events by way of

the production of multiple neutrons through the interactions with primarily 1H, 12C and
13C in the scintillator. In the water phase, the much larger presence of oxygen yielded a

non-negligible rate of expected contamination due to the decay of excited 15O produced

through NC interactions. Calculations made for the water phase antineutrino analysis

[133], were repeated in the partial fill phase to calculate the expected atmospheric neu-

trino contribution. The calculations were made using the GENIE neutrino Monte Carlo

generator [160]. The GENIE calculations in scintillator showed a negligible number of

contamination events were expected to pass the antineutrino analysis cuts [161].

The flux of MeV-scale ν̄e reaching SNO+, originating directly from atmospheric interac-

tions is many orders of magnitude below the flux of electron antineutrinos from reactor

cores [162], and therefore was also ignored.

6.3.4.2 Muon Induced Backgrounds

The rate of muons passing through the SNO+ detector is well understood, combining

measurements made in the SNO+ water phase [163] with measurements made in the

SNO detector [54]. The advantage SNO+ has over similar experiments is the depth at

which is situated (figure 2.1(a)). The resultant low muon flux (approximately 3 per hour)

produces a large reduction in the expected rates of all cosmogenic-induced background

events.

High energy cosmic-ray muons passing through or near the SNO+ detector also have the

ability to produce antineutrino-like coincident events. Energetic muons can produce vir-

tual photons which interact with nuclei (mainly 12C in the scintillator) producing neutrons

and unstable isotopes [164]. The subsequent disintegration of the nuclei and emission of

radiation due to the energetic muon is known as muon spallation. Below are descriptions

of the antineutrino-like events muon interactions may produce, followed by the method

used to remove them.

Long-lived Muon Spallation Daughter Nuclei The long-lived nuclei produced by

muons (spallation daughters) can also emit neutrons upon their eventual decay [163].
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The nuclei of concern in many antineutrino analyses are ones which may undergo β + n

decay, mimicking an antineutrino IBD event pair.

9Li → 2α + n+ ν̄e + e−

8He → 7Li + n+ ν̄e + e−
(6.5)

Noteworthy spallation daughter nuclei are 9Li and 8He, decaying with Q-values of 13.6

and 10.7MeV, half-lives of 0.18 and 0.12 seconds, and having β + n branching frac-

tions of 51% and 15% respectively. Muon follower events have been a careful subject of

study for reactor and geo-antineutrino analyses carried out in Borexino and KamLAND

[165][52]. The large number of other possible neutron-yielding spallation daughter nu-

clei (not expected to contaminate significantly this antineutrino analysis) can be seen in

analyses carried out by KamLAND [164].

Another long-lived isotope carefully considered in the SNO+ water phase antineutrino

analysis, was the muon-induced interaction 18O(n,n+p)17N. This interaction has been

generally negligible in experiments with liquid scintillator, which typically do not contain

significant amounts of oxygen. In SNO+ however, muons passing through the external

water outside of the AV were considered. The 17N produced can decay via β + n. The

decay lifetime is 4.173s [91], leading to the 20s muon veto cut in table 6.1, which cov-

ered ∼5 lifetimes of 17N decays, combined with the fiducial volume cut allowed for their

contribution can be neglected.

Muon Induced Neutrons Interacting muons may produce multiple neutrons, where

two neutrons capturing close together in space can mimic an antineutrino event.

Muon Induced Fast Neutrons The neutrons produced by muons may have sufficiently

large energies such that, as in the α-n process, can scatter protons in the detector, mimick-

ing a prompt signal [164]. Fast neutrons can be produced by muons that propagate only

through the external water in the detector, or surrounding rock in the cavity. These exter-

nal muons are less easily tagged, than internally travelling muons. Externally produced

fast neutrons may propagate into the scintillator, producing IBD-like events.
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6.3.4.3 Removal of Atmospheric-Induced Antineutrino Candidates

The much reduced muon flux allowed for a straightforward veto of all data following a

tagged muon event (table 6.1), without a significant loss of livetime.

Muon Follower Data Veto The long time window provided rejection of the spallation

daughter decays and neutrons, ensuring they had already decayed/captured long before

the search for antineutrinos was resumed. Muons passing through the scintillator pro-

duced very easily identifiable events with large nhits, and so were removed with an effi-

ciency assumed to be negligibly different from 100%. Simulation studies supported the

negligible impact of muons at SNO+, showing that the large nhit muon cut in table 6.1

was sufficient in reducing the muon follower event background to negligible levels [166].

The combination of a low muon rate, high muon tagging efficiency and the long muon

veto time window, lead to the expectation of negligible levels of muon-induced back-

grounds. This was expected, by a simple comparison with reactor and geoneutrino anal-

yses carried out in similar detectors KamLAND [52] and Borexino [165]. Both experi-

ments measured significantly higher rates of muons, with similar muon tagging efficien-

cies, while still measuring small rates of muon-induced backgrounds. A simple scaling

approach of the background levels measured in both experiments also leads to negligible

muon-induced contamination expected at SNO+.

Multiplicity Cut The multiplicity cut was already introduced in part, used to tag po-

tential 214Po events following a tagged antineutrino candidate pair. The multiplicity cut

involved a search for triggered events 2ms before, between and after the tagged antineu-

trino pair candidate. This allowed coincident pairs due to multiple neutrons (produced

by muons or atmospheric neutrinos) to be removed. E.g. if one or more neutrons were

tagged in the region of the prompt and late antineutrino candidate pair, the pair was re-

moved. In the case that only two neutrons were produced by a muon or atmospheric

neutrino, the multiplicity cut was less effective. To combat against the two neutron case,

the multiplicity cut was defined as any reconstructed event greater than 0.4MeV, within

2m of the candidate pair, this allowed for the case of fast neutrons scattering protons.

The multiplicity cut could remove a pair if scattered protons were measured in the region
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of the pair. No antineutrino candidate pairs measured in this antineutrino analysis were

found to fail the multiplicity cut, as expected.

Having outlined the expected backgrounds and their rates, the next section presents the

antineutrino analysis cuts applied to the partial fill dataset, comparing simulation and

data.

6.4 Measured Antineutrino Candidates in Partial Fill

Using the introduced calculations for reactor and antineutrino signal and background

rates, Table 6.3 summarises the expected number of events to pass the analysis cuts (table

6.1) in the partial fill dataset, for the livetime defined in section 6.1. The uncertainties

associated with each will be described in section 7.2.2.1.

Table 6.3: The expected reactor antineutrino signal and background rates.

Name Expected Event Count

Reactors 9.4
Geoneutrinos 2.2

α-n 33.3

Applying the analysis cuts to partial fill data yielded a total of 44 candidate IBD pairs, in

agreement with the 44.8±6.7stat pairs expected from simulation, summarised in table 6.3.

Figure 6.10 displays the key distributions of all the antineutrino candidate pairs tagged in

partial fill data alongside simulation for selected plots. The simulated distributions (apart

from the prompt energy spectrum) were those of reactor antineutrino events applying

the same analysis cuts, scaled to the expected 44.8 total events. The simulated prompt

energy spectrum in figure 6.10(a) reflects simulation using the PDG global oscillation

values, shown in table 5.3, with background normalisations assumed as the expected

rates in table 6.3. It can also be seen that the measured late reconstructed energy, ∆t

and ∆r distributions agree well with simulation. The ∆t distribution was also fit using

equation 6.1 using Minuit’s binned likelihood option, which yielded a decay time con-

stant of 220±30µs where the uncertainty shown was the uncertainty in the fit. This was

consistent with simulation and neutron lifetime measurements made in the scintillators

of KamLAND and Borexino. While data and simulation showed good agreement in each
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of the important IBD distributions, figure 6.10(e) shows an unexpected lack of events

with small z and ρ position. The reason for this region not detecting any IBD events

was not identified, although the limited event statistics lessens the significance of this

discrepancy.

(a) (b)

(c) (d)

(e)

Figure 6.10: Coincident event distributions for the 44 event pairs measured in partial fill data. (a)
Prompt reconstructed energy (MC oscillated using table 5.3 values) (b) Late reconstructed energy
(c) ∆t (d) ∆r (e) z vs (x2+y2)

1
2 position of event pairs (1 = prompt, 2 = late).
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6.4.1 Conclusion

Following the calculation of expected signal and background rates in the antineutrino

analysis, the application of the introduced analysis cuts to data and simulation yielded

consistent distributions in terms of shape and normalisation. The next chapter involves

the likelihood fit of the data prompt energy spectrum in figure 6.10(a), to extract neutrino

oscillation parameters ∆m2
21 and θ12 along with the nuisance parameters.
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This chapter presents the spectral likelihood fit used to extract neutrino oscillation param-

eters from the measured IBD candidate prompt event energy spectrum. The following

sections establish the analysis framework for the likelihood fit, including the manage-

ment of backgrounds and systematics, followed by results of the fits. Due to the limited

statistics, sensitivity to the oscillation parameters was limited in the partial fill phase.

This antineutrino analysis will be repeated in the future scintillator phases, where chapter

8 demonstrates the experimental prospects of the fully filled SNO+ scintillator detector.

7.1 Energy Spectrum Likelihood Framework

The measurement of ∆m2
21 stems from the characterisation of distortions in the measured

prompt energy spectrum from reactor antineutrino events. The intention was to find the

oscillation parameters which best represented the measured antineutrino energy spectrum

in data (or from a Bayesian perspective, which parameter values are most likely true,

considering the spectrum measured in data).

The C++-based likelihood calculation was adapted from OXO, a framework written orig-

inally by J. Dunger for the purposes of 0νββ signal extraction at SNO+ [90]. The frame-

work was created to efficiently manage the variety of C++ object classes used in the like-

lihood fit, such as pdfs, systematics effects, test statistics and optimisation algorithms.

7.1.1 Pdf Generation

Required for the likelihood fit, was the calculation of the expected rate and spectral shape

for each nuclear reactor, as summarised in chapter 5. Pdfs were also included for each

background source, as discussed in the previous chapter. The pdf of a specific reactor

or background, represents the probability of measuring a tagged IBD event of a certain

reconstructed energy, from that source.
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7.1.1.1 Oscillating Reactor Reconstructed Energy Spectra

Oscillated energy spectra pdfs for each nuclear reactor were generated in simulation. Ap-

proximately 5×105 IBD events were generated in simulation, where simulated antineu-

trino event pairs which passed analysis cuts were either kept or discarded, depending

on the antineutrino kinetic energy and the propagation distance from the origin reactor

(applying equation 1.39).

There were over 30 signal-contributing nuclear reactors within a 1000km radius of SNO+

accounted for in the partial fill analysis, each with their own distance, thermal power and

reactor type, as summarised in table C.1. Each pdf reflected its own unique contribution

to the expected measurable energy spectrum. Some of the larger reactor complexes have

multiple nuclear reactor cores. These cores can be separated over a few kilometers from

one another. This was neglected, where each reactor power plant was treated as a single

reactor core, placing it at the thermal power-weighted average position of all the active

cores for that plant.

Far Away Reactors There are many other nuclear reactors worldwide beyond this dis-

tance included in simulation, but due to their minimal contributions, a single pdf was

used to represent their total flux (all assumed to be PWR-type reactors). The expected

contribution of world reactors beyond 1000km to the total expected unoscillated signal

at SNO+ was 9%. As was seen for geoneutrinos, since the sources of all reactors beyond

1000km are spread out over large distances, the distance-averaged survival probability in

equation 6.2 was used to oscillate these events. In doing this, again, dependence in ∆m2
21

was lost for these events.

The expected spectral shapes and event rates have now been established for each of the

contributing reactors and backgrounds. The next section outlines the likelihood calcula-

tion, which combines all of the considered pdfs and fits each of their contributions in the

energy spectrum measured in data.
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7.1.2 Binned Likelihood Expression

A binned extended log likelihood was adopted for this reactor antineutrino analysis. Ig-

noring background events for the time being, the following expression is the likelihood

calculated against the energy spectrum histogram measured in data with nj
obs events in

the jth bin and Nbins bins in total. The first two terms in the expression below represent

the binned extended log likelihood:

log(L(n⃗obs|θ⃗)) = −
Nreac∑
i=0

Ni +

Nbins∑
j=0

nj
obslog(

Nreac∑
i=0

NiP
j
i (θ⃗))−

Nreac∑
i=0

(Ni − N̂i)
2

2σ2
, (7.1)

where the final term is a constraint term, described later. The log likelihood was cal-

culated for the Nreac pdfs, where each pdf has a normalisation of Ni (i.e. the ith reactor

contributesNi events to the total measured event count in data). P j
i represents the content

of jth bin of the normalised pdf for the ith reactor. θ⃗ represents the parameters of inter-

est, the neutrino oscillation parameters, which dictate the shape of the oscillated reactor

spectrum.

Normalisation Parameters The first two terms in equation 7.1 express the likelihood

for some general Nreac reactor contributions. As seen in chapter 5, each reactor’s cal-

culated contribution has an uncertainty associated with it. These expected rates and un-

certainties were used to constrain the total number of events in the data expected from

a single reactor. The third term in the expression above represents a constraint in the

form of a Gaussian, applied to each of the reactor contributions. The expected contribu-

tion for reactor i is represented by N̂i. σ represents the standard deviation uncertainty in

the expected reactor normalisation N̂i. These normalisation constraints essentially act as

Bayesian priors on each reactor’s expected contribution [167].

It should be noted, that the binned likelihood calculation using fine histogram binning

(0.05 MeV bins), yields the same results as a continuous likelihood expression. A binned

likelihood method was chosen mainly for convenience.
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Neutrino Oscillation Parameters The oscillation parameters θ⃗ impact both the shape

and normalisation of the total energy spectrum through spectral distortions due to neu-

trino oscillation.

Systematic Uncertainty Nuisance Parameters Other parameters that can also distort

pdf normalisations and shapes, are the systematic uncertainty parameters. This analysis

relies on comparison of data and expectation using simulations. These parameters repre-

sent the uncertainties in key reconstructed parameters, which can affect the size and shape

of the energy spectrum measured in data. Energy scaling and resolution are examples of

systematic uncertainties considered in this analysis.

These parameters can be added to the likelihood expression in equation 7.1 in the form

of nuisance parameters λ⃗. These nuisance parameters are measurable in-situ, and like the

normalisation parameters, can be constrained. To do this, another term was added, also

in the form of a Gaussian constraint term:

log(L(n⃗obs|θ⃗, λ⃗)) = −
Nreac∑
i=0

Ni +

Nbins∑
j=0

nj
obslog(

Nreac∑
i=0

NiP
j
i (θ⃗, λ⃗))

−
Nreac∑
i=0

(Ni − N̂i)
2

2σ2
Ni

−
Nnuis∑
k=0

(λk − λ̂k)
2

2σ2
λk

,

(7.2)

where λ̂k represents the independently measured value of the nuisance parameters and

σ2
λk

represents the respective uncertainties in those measurements.

The reactor normalisations could also be considered as systematic nuisance parameters,

as they represent uncertainties in reactor flux (but have been separated here for demon-

stration purposes). For the inclusion of backgrounds, their pdfs were essentially treated

as reactor pdfs, except for their non-dependence on oscillation parameters θ⃗. Their nor-

malisation parametersN and respective constraints σN were treated identically to reactor

pdfs.

7.1.2.1 Pdf Distortion: Systematic Uncertainties

This section involves the addition of the fittable nuisance parameters in the likelihood fit.
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Energy Scale and Resolution For the measurement of an energy spectrum, uncer-

tainties in the reconstructed energy had to be considered. These to leading order, were

characterised by energy scale and resolution. Energy scaling uncertainties play a signif-

icant role in the sensitivity to ∆m2
21. This oscillation parameter essentially dictates the

positions of the peaks and troughs in the measured oscillated reactor energy spectrum.

However, uncertainties in energy scaling leads to ambiguity in the measured positions

of these spectral peaks and troughs, and a subsequently diminished sensitivity to ∆m2
21.

Figure 7.1 shows an example of energy scaling and smearing applied to the expected

reactor antineutrino signal.

Figure 7.1: The reactor antineutrino signal spectrum in the partial fill analysis, applying linear
energy scaling and energy smearing due to uncertainties in energy reconstruction.

Pdfs in the spectral fit analysis were constructed in the form of 1D histograms (with

probability P (bi) of measuring an event in the ith energy bin), systematics were therefore

constructed and applied to each pdf in the form of distortion matrices:

P (bi)
′ =MijP (bj) (7.3)

The energy scaling uncertainties were represented by diagonal matrices M and could be

placed in two categories: linear or non-linear. Linear scaling was quantified simply by αl,

applied as a constant multiplicative factor on reconstructed energy E for all pdfs. Non-

linear energy scalings could also be quantified by a scaling function (αnl), dependent

on E, which quantified the scintillator’s non-linear response uncertainties at different

energies, as will be seen in chapter 8.

Uncertainty in the energy resolution was accounted for by a convolution of each pdf

with a normal distribution. This smearing of reconstructed energies was quantified by
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a smearing factor δ, used to calculate the standard deviation of the normal distribution

convolved with each pdf. The distortions in the energy spectra pdfs for energy scaling

and energy resolution were respectively applied as:

P (E ′) = P (αl/nl · E)

P (E ′) =

ˆ
dE P (E)N (E ′ − E, σE′), whereσE′ =

√
E ′ δ

(7.4)

As each pdf is dependent on reconstructed energy E, all systematic matrix transforma-

tions were applied identically to all pdfs considered in a given likelihood fit. It will

be seen that specific systematic distortions could also be applied to selected pdfs, when

required.

Position Resolution Uncertainties in reconstructed position were expected to alter the

spectral shape negligibly and instead impact the normalisation parameters. Uncertainties

in the resolution affected the total number of events expected to fall in and out of the

analysis fiducial volume. These uncertainties were contained in the total normalisation

uncertainty factor σNi
in equation 7.2.

In the spectral fit, parameters αl/nl and δ were added alongside the reactor and back-

ground normalisation factors Ni, to a parameter list. These parameters were then han-

dled by an optimiser, to calculate the parameters which maximise the likelihood 7.2, as

described in the next section.

7.1.3 Test Statistic - Profile Likelihood Calculation

Outlined now is the likelihood calculation made for a given dataset and assumed nui-

sance and oscillation parameters. The considered parameter values which maximised the

likelihood value in equation 7.2 were used to estimate the most probable values of these

parameters, given the data. The OXO code framework contained a number of options for

optimising/sampling a given likelihood space (e.g. GridSearch, Markov Chain Monte

Carlo). The ROOT Minuit optimiser was used in this analysis.

Apparent in the introduction of this likelihood expression used, was the large number of
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parameters. Instead of finding all of ̂⃗θ, ̂⃗λ that maximises log(L(n⃗obs|θ⃗, λ⃗)), one may carry

out a 2-step calculation. It was advantageous to first maximise log(L) w.r.t. nuisance

parameters λ⃗, such that the test statistic was mapped out over a phase space containing

only the oscillation parameters of interest. To measure the parameters ∆m2
21 and θ12 and

the uncertainty in that measurement, a 2D phase space of these oscillation parameters

was constructed. At each point, with specific values of ∆m2
21 and θ12, all other non-

oscillation parameters were fit for, such that the likelihood was maximised in equation

7.2. The survival probability in eqn. 1.39 is only weakly dependent on θ13 so was treated

as constant in all likelihood fits in this work, assuming the global PDG value in table 5.3.

Filling out the oscillation parameter phase space and maximising log likelihood at each

point, gave an indication of which oscillation parameters best fit the data. The uncertainty

in the parameters of interest was formally expressed in the form of test statistic.

7.1.3.1 Wilks’ Theorem

In order to compare the viability of different oscillation parameters in the considered

phase space (where each set of oscillation parameters represents a ‘model’), sensitivity

confidence intervals were constructed using likelihood ratios ∆log(L). The approach to

this measurement was guided by the Neyman-Pearson lemma which states, when carry-

ing out a hypothesis test between two simple hypotheses, there is no test more powerful

than the likelihood ratio test [168].

For the oscillation parameter measurement, a profile likelihood ratio was used. The log

likelihood ratio ∆log(L) compares the maximal log likelihood value, with respect to θ⃗

and λ⃗ with the all other log(L) in the θ⃗ phase space, which were maximised w.r.t. λ⃗.

The θ⃗ value with maximum L̂ in the phase space was denoted as ̂⃗θ such that ∆log(L) is

written as:

∆log(L) = log

L(̂⃗θ, ̂⃗λ)
L(θ⃗, ̂⃗λ)

 (7.5)

Wilks’ theorem states that, in the large sampling limit, the likelihood ratio test statistic

2∆log(L) is distributed as χ2
p where p denotes the degrees of freedom, equal to the di-

mension of θ⃗ [167]. It can be shown that this profile ratio of likelihoods, obeys Wilks’
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Theorem [169][170].

7.2 Systematics

Due to the limited number of reactor signal events expected in the dataset, sensitivity in

the partial fill phase to oscillation parameters ∆m2
21 and θ12 was expected to be consid-

erably limited. The scarce number of signal events also led to a decreased influence of

systematic uncertainties, since Poisson fluctuations principally dictated the overall uncer-

tainties in the likelihood fit. Regardless, the leading order systematic uncertainties were

calculated. This antineutrino analysis is expected to be repeated in the future scintillator

phases of the SNO+ experiment. Chapter 8 discusses the impact each systematic has on

the sensitivity to ∆m2
21, calculated in the Te-loaded phase of the experiment, assuming

various data-taking livetimes.

7.2.1 Calculation of Energy Scaling and Smearing Systematics

Of the systematics, uncertainties in energy reconstruction carry the largest impact on the

sensitivity to ∆m2
21. Chapter 4 discussed in detail the use of BiPo214 to calibrate the en-

ergy reconstruction. Figure 4.18 showed negligible differences in the 214Bi energy spec-

trum measured in data and simulation following the application of position-dependent

energy correction factors. This agreement was also found to be uniform across the whole

antineutrino fiducial volume, as seen in figure 4.17(d). Not seen in the figures referenced,

are the data-simulation discrepancies due to the time evolution of detector conditions,

discussed next.

Figure 7.2 displays the evolution of energy reconstruction with time. The plots again

show 214Bi energy spectra measured in the data and simulation used in figure 4.18, but

dividing the dataset into four subsets (each of livetime ∼32 days). It can be seen data-

simulation disagreement increased with time over the partial fill phase. Also visible, is

the decreasing overall rate of BiPo214 decays with time over the analysis period.

It was seen in chapter 4, that a short period of time early in the partial fill phase was

used to calibrate the scintillator optics, from the 4th of April to the 12th of May 2020.
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Although good levels of PPO mixing had been measured in April [171], it is likely that

the PPO mixing was not yet maximally homogenous during the period used to calibrate

scintillator optics. Further infusion of PPO throughout the scintillator volume following

this calibration period, likely sourced the discrepancies seen in the overall energy scaling

for the r < 5.7m volume. The calibration period also had the highest rate of BiPo214

events, causing the discrepancies arising at the end of the partial fill to be obscured when

the entire partial fill data was considered in figure 4.18.

Although BiPo214 statistics became more limited in the datasets shown in figures 7.2(c)

and 7.2(d), which had the largest data-simulation discrepancies, statistical uncertainties

in the calculated median and standard deviation were < 3% and so were ignored for the

determination of data/simulation ratios quoted in figure 7.2.

Note on positrons vs βs Without a positron calibration source, calibration using βs

from 214Bi events was applied to reactor IBD positron events. While reconstruction

may differ between βs and the γs produced in positron annihilation, the modelling of

γs in liquid scintillator was assumed to be accurate in GEANT4. Any inaccuracies in this

modelling should also yield negligible systematic uncertainties, as energy and position

reconstruction in simulation and data, both rely on the same GEANT4 modelling.

7.2.2 Summary of Likelihood Nuisance Parameters

Table 7.1 summarises the systematic uncertainties in reconstructed energy and position,

calculated using BiPo214. The impact these systematic uncertainties had to the reactor

analysis cut efficiency was calculated in simulation. The positions and energies of simu-

lated reactor antineutrino events were scaled and smeared by the presented uncertainties,

where the tagging efficiency was recalculated and compared to the efficiency without any

systematics applied.

Energy It has been demonstrated that energy reconstructions discrepancies in data and

simulation arose principally due to variations in time. Discrepancies in the median ratios

shown in figure 7.2 for the four datasets were used to calculate a total systematic uncer-

tainty in energy scaling. To isolate the uncertainties in energy resolution, the simulated
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(a) (b)

(c) (d)

Figure 7.2: 214Bi reconstructed energy spectra measured in data and simulation, divided into
four datasets each of livetime 31.95 days (ordered chronologically). The data/simulation ratios
of the median (Ẽ) and standard deviation (σE) for the energy distributions were calculated as
(Ẽdata/Ẽmc, σE,data/σE,mc): (a) (0.99,1.002) (b) (1.01,1.012) (c) (1.06,1.09) (d) (1.05,1.07).

214Bi spectra in each time range were first scaled by data/simulation median ratios, then

the resulting remaining ratios in the standard deviations were used to calculate uncertain-

ties in energy resolution. Table 7.1 shows the averaged, absolute deviation from unity

for: energy scaling represented by the median (αl = (Ẽdata/Ẽmc)) and energy smearing

represented by the standard deviation of the distribution (δ =
σE,data

σE,mc
). Changes to the

tagging efficiency in table 7.1 were calculated by scaling event energies in simulation by

E → αl · E and smearing energies using a Gaussian distribution as E → N (E, σE).

Losses in the signal efficiency were primarily due to late event energies being pushed

outside of the narrow neutron energy window.

Position The BiPo214 ∆r distribution in figure 4.11(b) was used as a measure of the

reconstructed position resolution uncertainty between data and simulation. A minor data-

simulation discrepancy was seen, where positions were reconstructed with a marginally

finer resolution in simulation compared to data. The position shift uncertainty of 5cm

was not derived from BiPo214 and was instead assumed to demonstrate its impact to the
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reactor antineutrino analysis. Event positions in simulation were smeared for each x, y

and z as x → N (x, σx) and shifted using x → x + ∆. A similar treatment used for the

calculation of energy reconstruction systematics was repeated, measuring the BiPo214

∆r distribution as a function of time. No significant evolution in the agreement between

simulation and data was found. Table 7.1 displays the small impact the systematic uncer-

tainties in position and energy reconstruction had on the expected reactor flux.

Table 7.1: Summary of the assumed systematic uncertainty values in the partial fill antineutrino
analysis and their impact to the reactor antineutrino tagging efficiency.

Uncertainty Value Change to Efficiency
Energy Scaling (αl-1) 3.3% -1%
Energy Smearing (δ) 3% -0.4%

Position Smearing (σx,y,z) 1cm -0.02%
Position Shift (∆) 5cm -0.2%

7.2.2.1 Nuisance Parameter Summary

Table 7.2 summarises the final systematic nuisance parameters used in the likelihood fits

of the prompt energy spectrum. Described below are the sources of uncertainty for the

reactor signal and sources of background.

Reactors The normalisation uncertainty used for each reactor pdf was assumed from

calculations carried out in the water phase antineutrino analysis [91][133]. The total un-

certainty value was primarily dictated by combined uncertainties in the modelled reactor

flux, along with contributions from reactor core thermal powers, flux factors implemented

from Daya Bay measurements [116] and reactor fuel fission fractions. The total uncer-

tainty assumed for each reactor pdf normalisation was 3%. Sources of uncertainties that

were assumed to play a negligible role have been referenced previously, including proton

density, the MSW effect, spent nuclear fuel, non-equillibrium isotopes in nuclear reactor

cores and the IBD cross-section.

Geoneutrinos The geoneutrino normalisation uncertainty was assumed to be 100% in

the fit due to the large uncertainties in the models used to predict their flux. A single com-

bined contribution for U and Th chains was also assumed due to the limited geoneutrino
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event rate expected.

α-n The α-n spectrum was split into two pdfs, where peaks (1) and (2) were separated

from peak (3) in figure 6.4(a). This was done in response to known uncertainties in

the 16O excited states. The expected α-n rate was calculated from the calculation made

for the Daya Bay experiment which yielded a normalisation uncertainty of 7% for the

ground states of 16O. This rate employed the use of the JENDL/AN-2005 calculation,

where it was seen in figure 6.6 that there were disagreements with direct cross-section

measurements. In a response to these disagreements, a normalisation uncertainty of 30%

was assumed for the α-n ground state contributions. A 100% uncertainty was assumed for

peak (3). In order to incorporate uncertainties in the expected light yield due to protons,

an extra linear energy scaling parameters was added. This scaling factor acted only on the

proton recoil contribution in peak (1), separate from the energy scaling term α applied to

all other pdfs. The proton energy scaling factor uncertainty was assumed from neutron

beam measurements of proton light yield quenching for the SNO+ scintillator cocktail

[70].

The normalisation uncertainties shown in table 7.2 show the source-specific uncertainties,

combined in quadrature with the uncertainties in the signal efficiency shown table 7.1

(which were applied to all signal and background sources passing the IBD analysis cuts).

Thresholds for which the nuisance parameters in the likelihood fit sample from were

limited to ±3σ around their expected values, where the initial value for the fit optimiser

was randomly chosen uniformly from this ±3σ range. The exception to this rule was

for the shape nuisance parameters, where energy scaling factors were limited to a ±2σ

range (in order to avoid pdfs with zero probability bins) and the energy smearing value

was limited to positive values due to an inability to ‘un-smear’ a distribution.

7.3 Likelihood Fitting Results

Figure 7.3 presents the results of the likelihood fit of the reactor antineutrino candidate

energy spectrum measured in partial fill data, shown in figure 6.10(a). The plots show

confidence level contours calculated using the profile likelihood ratio as described in sec-
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Table 7.2: Standard deviation values representing systematic uncertainties for the constraint terms
in eqn. 7.2, assumed in the likelihood spectral fit. Numbered peaks in the α-n spectrum refer to
figure 6.4(a).

Nuisance Parameter Uncertainty Value

Normalisation σNi
/N̂i

Reactor Norm. Uncertainty 3.2%
Geoneutrino Norm. Uncertainty 100%

α-n Norm. Uncertainty
(Combined peaks (1) and (2)) 30%

α-n Norm. Uncertainty
(Peak 3) 100%

Shape σλk
/λ̂k

Energy Scaling (αl-1) 3.3%
Energy Smearing (δ) 3%
α-n Proton Energy

Scaling Uncertainty (αp
l -1)

(α-n peak (1) only)
3%

tion 7.1.3. Plot 7.3(a) reflects 2D frequentist limits in the phase space of ∆m2
21 and θ12

representing the sensitivity to both parameters. Apparent immediately is the impact low

statistics had, where the 1σ frequentist limit formed on ∆m2
21 and θ12 includes the ma-

jority of the considered phase space. Contours of 25%, 50% are shown for the purpose

of demonstrating the shape of the likelihood space. There is more sensitivity to ∆m2
21

compared to θ12, as expected. The leading constraints on θ12 have been made from so-

lar neutrino flux measurements, primarily by SNO and Super-Kamiokande [143]. Plot

7.3(b) shows the 1D slice of the likelihood space, at the global PDG value of θ12 (ta-

ble 5.3). The likelihood distribution favours primarily ∆m2
21 values of 8.8+1.1

−1.3×10-5eV2

and 12.6+1.6
−1.3×10-5eV2, where the confidence intervals are 1σ frequentist limits extracted

from the 1D likelihood space in figure 7.3(b). It can be seen that the 2021 global

value of ∆m2
21 is consistent within a 1σ frequentist bound of the best-fit ∆m2

21 value

of 8.8+1.1
−1.3×10-5eV2. Figure 7.3(c) demonstrates the good agreement between data and

simulation in the prompt reconstructed energy spectrum at the best-fit value of ∆m2
21 and

the global pdg value for θ12. The best-fit point at ∆m2
21 = 8.8×10-5eV2 was favoured

compared to the likelihood fit of the prompt energy spectrum without neutrino oscillation

by a frequentist confidence level of 93.6%.
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(a) (b)

(c)

Figure 7.3: Profile likelihood in the space of ∆m2
21 and θ12, fitting the energy spectrum in figure

6.10(a). (a) 2D phase space, showing frequentist confidence level contours. The red point marks
the best fit point of ∆m2

21 and the global PDG value of θ12. (b) The 1D likelihood space vs
∆m2

21 assuming the global PDG value of θ12. (c) Prompt event energy spectrum showing data
and simulated expectation, at the best-fit ∆m2

21 value of 8.8×10-5eV2.

The large statistical uncertainties in the partial fill analysis resulted in a minimal impact

of the systematic uncertainties to the oscillation parameter sensitivity. The influence

each systematic has on the oscillation parameter sensitivity will be discussed in chapter

8, fitting simulated data in the fully filled detector, assuming various detection livetimes.

It will be seen that for even comparatively large reactor signal statistics, the systematic

uncertainties still bear a small influence on the sensitivity to ∆m2
21 and θ12.
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7.3.1 Bayesian vs Frequentist Confidence Intervals

Figure 7.4 displays the identical likelihood space in ∆m2
21 and θ12 in figure 7.3, where

Bayesian contours have been plotted instead of the frequentist ones shown previously

[172]. The contours represent the regions of the likelihood space that contain 25, 50

and 68% of the total integral under the entire likelihood distribution (in the chosen phase

space). Shown also on the coloured z-axis, are the equivalent confidence level positions

previously shown using the frequentist approach. It can be seen that the Bayesian ap-

proach yields comparatively narrower confidence intervals than those made using the

frequentist procedure. The Bayesian likelihood distribution integration calculation ac-

counts for the multiple favoured regions in the parameter phase space, while the fre-

quentist approach does not. Also shown is a comparison of the 1D 1σ confidence level

calculated for each approach. While the overall significance of this statistics-limited os-

cillation measurement is left unchanged, the comparison of the two approaches serves to

demonstrate the measurable differences in the confidence intervals that can occur when

multiple parameters are favoured, a common occurrence in oscillation measurements.

(a) (b)

Figure 7.4: Profile likelihood in the space of ∆m2
21 and θ12, where the labelled black contour lines

reflect Bayesian confidence intervals. (a) 2D phase space, where frequentist confidence intervals
are labelled on the z-axis (b) The 1D likelihood space in ∆m2

21.

7.3.2 Nuisance Parameters

Table 7.3 summarises the fitted nuisance parameters ̂⃗
λ at the best fit value for ∆m2

21 in

figure 7.3(b). It can be seen that the fitted background rates were close to expectation. It

137



CHAPTER 7. RESULTS - SENSITIVITY ANALYSIS 7.3

will be shown in the following chapter that the partial fill measurement was very much

below the statistics needed to make a measurement of geoneutrinos significantly incon-

sistent with zero geoneutrino counts. The limited statistics dominated the uncertainties

in the spectral fit, causing the best-fit values of αl and δ to be negligibly different from

expectation. It was found, that the fitted values for αl and δ were equal to the randomly

chosen initial values given to the optimiser, yielding no difference to the likelihood shape

space. Shown therefore, are their expected values. The largest deviation from expecta-

tion seen was seen in the proton recoil energy scaling factor, showing a 2% difference.

This is potentially explained by the fact that the proton light yield was assumed from

measurements in a neutron beam experiment, testing a scintillator cocktail with a higher

PPO concentration: LAB + 2g/L PPO.

Table 7.3: Summary of the fit nuisance parameters for the best-fit ∆m2
21 = 8.8×10-5eV2. The

constraints applied to each nuisance parameter were summarised in table 7.2.

Nuisance Parameter Expected Fit
α-n Normalisation 33.3 31.9

Geoneutrino Normalisation 2.2 2.5
Energy Scaling αl 1 1
Energy Smearing δ 0 0
α-n Proton Energy

Scaling Uncertainty αp
l

(α-n peak 1 only)
1 1.02

7.3.3 Conclusion

As expected, the limited signal count in the short partial fill phase did not allow for a sig-

nificant measurement of oscillation parameters ∆m2
21 and θ12. While multiple values of

∆m2
21 were favoured in the partial fill result, it was shown that signal and background ex-

pectations agreed well with observation and consistency was seen with the current global

value of ∆m2
21. The partial fill result demonstrated understanding of the detector, the

expected background and signal rates and the methods used to extract neutrino oscilla-

tion parameters. The experimental prospects of the continued antineutrino analysis in the

fully filled detector are explored in the following chapter.
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The onset of the Covid-19 pandemic provided opportunity to make a measurement of

the reactor antineutrino energy spectrum in the partially filled SNO+ scintillator detector.

The short livetime, limited scintillator volume and changing detector conditions lead to

a statistics-limited analysis, where precise limits could not be placed on ∆m2
21 and θ12.

Despite the limited nature of the measurement, the presented techniques and framework

will allow for a straightforward repeat of the signal extraction and likelihood fit of future

SNO+ scintillator data.

Presented in this chapter are the potential results of the reactor antineutrino analysis in

the future scintillator phases. Assumptions, primarily derived from partial fill, of the α-n

background rate and systematics will be made, where their impact to sensitivity will also

be shown. Also presented is a study of the separation of α-n background events from the

inverse beta decay (IBD) signal in the full scintillator phases, where α-n removal would

greatly aid in the sensitivity to ∆m2
21.

8.1 SNO+ Oscillation Sensitivity in Future Phases

The antineutrino analysis is expected to be continued over both the pure and Te-loaded

scintillator phases, where the primary differences between the phases will be light yield

and background rates. The decreased light levels (and therefore energy resolution) for the

Te-loaded scintillator phase is not expected to be measurably influential to the spectral

fit. A larger impact may emerge through increased overall background rates. Increases

in the rates of accidentals and α-n events are expected, due to the introduction of 130Te

(yielding 2νββ decays) and 210Po which will accompany the addition of TeBD into the

detector. α-n and IBD pulse shape discrimination techniques presented in this chapter

are expected to assist in combating the impacts of these added contamination.
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8.1.1 Asimov Dataset Generation

Simulations of the full SNO+ detector assumed the Te-loaded phase scintillator cocktail

of: LAB + 2g/L PPO + 15mg/L bisMSB + TeDiol + DDA, with 0.5% loading of Te by

mass and DDA added at a 0.5 molar concentration [90][69]. Figure 8.1 shows a binned

Asimov dataset (where each bin is set to their expected value) for a livetime of 1 year.

The same IBD analysis cuts used in partial fill in table 6.1 were applied, excluding the

z-position cuts and energy corrections. The reactor and geoneutrino fluxes were also as-

sumed from the calculations made for the partial fill phase. Table 8.1 shows the assumed

signal and background events per year used in the datasets, reflecting expectation for both

the pure and Te-loaded scintillator phases. At the time of writing, the 210Po rate per unit

volume in the fully filled detector has been measured to be ∼60% of the rate measured

in the partial fill phase [173]. This lower 210Po is reflected in the expected α-n rate in

table 8.1. The remaining nuisance parameter systematics such as energy scaling, proton-

specific scaling and smearing systematics, were all reapplied from the partial fill phase,

summarised in table 7.2.

Figure 8.1: Asimov dataset of expected energy spectrum for 1 year in the Te-loaded scintillator
phase, reflecting the signal and background rates in table 8.1.

Table 8.1: Expected signal and background counts for a livetime of 1 year in the Te-loaded scin-
tillator phase, applying IBD analysis cuts in 6.1 (excluding the z-position cut). Global PDG
oscillation parameter values were assumed. The two α-n constraints were again applied to the
ground and excited 16O states.

Name Events Normalisation Constraint

Reactors 83 3%
Geoneutrinos 19 100%

α-n 174 30,100%

140



CHAPTER 8. FUTURE SENSITIVITY AND α-N DISCRIMINATION 8.1

8.1.2 Oscillation Parameter Sensitivity

(a) (b)

(c) (d)

Figure 8.2: (a) ∆m2
21 and θ12 2D phase space, showing frequentist confidence limit contours.

The red point marks the best fit point. (b) The 1D likelihood space from (a), at the PDG global
value of θ12. (c,d) repeated for a 5 year livetime.

Figure 8.2 shows again plots of the profile likelihood space in ∆m2
21 and θ12, carrying out

a spectral fit of the Asimov dataset in figure 8.1, for 1 and 5 year livetimes. The impact

of the increased lifetime and fiducial volume in the full scintillator phases can be seen

immediately when compared to the partial fill result. Also shown in the plots arranged

along each axis, are 1D slices of the profile likelihood space, at best-fit value for the os-

cillation parameter on the opposite axis. Table 8.2 summarises the 1σ frequentist limits

on ∆m2
21 for 1 to 10 year livetimes, extracted from the 1D likelihood space, assuming the

global PDG value for θ12. Plot 8.3 then shows these limits as a function of livetime. It can

be seen that the function
√
t effectively describes the sensitivity against time, reflecting

the dependency on the number of collected signal events. These extrapolations assume

constant reactor activity in the upcoming years. Also shown therefore are bands which
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approximate ∼10% deviations from the total expected number signal events, at a given

livetime. These bands were simply calculated as
√
N(1± 0.1) times the fitted function

shown in black. Also shown are fit assuming strongly reduced α-n rates, discussed fur-

ther in section 8.2.4. The impacts that the assumed systematics have on the sensitivity

to ∆m2
21 will be demonstrated in the next section. Assuming the stated expectations

however, it can be seen that the current global measurement precision of ∆m2
21 can be

surpassed within ∼4 years, while this can be reduced to 3 years if the α-n contamination

is reduced by a factor of 10. The current global value was primarily determined by the

KamLAND reactor antineutrino measurement.

Table 8.2: Sensitivity to ∆m2
21 in the Te-loaded scintillator phase for various livetimes. Shown

for comparison is the global PDG ∆m2
21 value, at the time of writing.

Livetime
Frequentist limits

(1σ)
1 year 7.53+0.36

−0.37×10-5eV2

3 years 7.53+0.21
−0.22×10-5eV2

5 years 7.53+0.17
−0.16×10-5eV2

10 years 7.53+0.12
−0.11×10-5eV2

Global PDG : 7.53+0.18
−0.18×10-5eV2

Figure 8.3: The livetime evolution of the 1D 1σ sensitivity limits on ∆m2
21 sensitivity shown in

table 8.2. The solid line is the function A ×
√
t. The impacts due to the assumed α-n rates and

systematics are summarised in table 8.3. The light blue bands represent ±10% differences in the
measured reactor event statistics.

8.1.2.1 Assumed Backgrounds and Systematics

Assumptions were made about the α-n rate used for the expected sensitivity to ∆m2
21. It

has been mentioned that increased levels of 210Po are expected in the Te-loaded phase.
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The next section however discusses α-n removal through pulse shape discrimination in

the future scintillator phases. Figure 8.4 displays the impact the assumed α-n rate has on

the achievable limits that can be set on ∆m2
21, for 5 years of livetime. The normalisation

and energy systematics in these Asimov dataset fits were adopted from the partial fill, as

summarised in table 7.2. Table 8.3 then compares both the impacts of α-n rates along with

the assumed systematic uncertainties may have on the sensitivity to ∆m2
21. Shown are the

3σ frequentist limits calculated when fits are repeated applying the shown adjustments to

the systematic uncertainty constraint values. The entry ‘Non-linear Energy Scale’ corre-

sponds to a simplified representation of uncertainty in kB in equation 2.3, which dictates

the energy dependence of scintillation light yield. An extra energy-dependent scaling

factor referenced in eqn. 7.4 was added to the fit in the form of αnl(E) =
1+E·kB
1+E·k′B

, where

kB is the constant used in simulation, while k′B was fitted in the likelihood fits. It is

demonstrated that the systematic uncertainties generally yield small changes to the sen-

sitivity. It is clear however that that the minimisation of α-n will be a priority for the

antineutrino analysis in future scintillator phases, where α-n separation is discussed in

the next section. It should be noted that the expected accidental contamination and their

impact to the sensitivity has not been calculated. The accidental contribution is generally

calculated directly from data, as was seen in the partial fill. Those data, recorded over pe-

riods with high background rates, showed negligible accidental contamination. However,

for the Te-loaded scintillator phase, the tail of the 2νββ energy spectrum will overlap

with the neutron energy window, increasing the likelihood of accidentals.

Figure 8.4: 1D slices of the 5 year livetime profile likelihood space in figure 8.2(d), displaying
the impact of the α-n rate to ∆m2

21 sensitivity. α-n rates are expressed as a fraction of the rate in
table 8.1.
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Table 8.3: Sensitivity to ∆m2
21 for various assumptions about background rates and systematics,

fitting the 5 year Asimov dataset generated in the Te-loaded scintillator phase. Highlighted in
black is the sensitivity for the previously assumed systematics and α-n rate.

Background/Systematic
Frequentist limits

(3σ)
1×α-n rate 7.53+0.50

−0.54×10-5eV2

Background Rate
0.5× α-n rate 7.53+0.47

−0.50×10-5eV2

2× α-n rate 7.53+0.54
−0.61×10-5eV2

Improved Systematics
1 α-n pdf

4% norm. constraint 7.53+0.50
−0.53×10-5eV2

No Energy Scale 7.53+0.50
−0.53×10-5eV2

No Energy Smear 7.53+0.49
−0.54×10-5eV2

Diminished Systematics
Non-linear Energy Scale ±10% 7.53+0.50

−0.54×10-5eV2

Reactor 6% norm. constraint 7.53+0.51
−0.54×10-5eV2

Energy Scale ±5% 7.53+0.50
−0.54×10-5eV2

Energy Smear ±5% 7.53+0.50
−0.54×10-5eV2

8.1.3 Geoneutrino Sensitivity

While geoneutrinos are a background in the reactor oscillation analysis, their measure-

ment at SNO+ would be a first in the Americas. To extract the sensitivity to geoneutrinos,

many individual datasets were generated, each reflecting the statistical fluctuations ex-

pected in the given livetime. Each dataset was fit, where the geoneutrino normalisation at

the best-fit values for ∆m2
21 was recorded. Figure 8.5(a) shows a histogram of the best-fit

geoneutrino normalisations for 500 individual dataset likelihood fits for 1 and 10 year

livetimes. The means of the distribution can be seen to match the expected 19 geoneu-

trino events per year assumed in the Asimov dataset in figure 8.1. Normal distributions

are shown, fit using Minuit’s binned likelihood method. The standard deviation was

calculated to be 8 and 52 geoneutrino events for the 1 and 10 year cases, respectively.

As α-n and reactor antineutrino events share in the geoneutrino energy spectrum region,

the spread in fit normalisations is larger than the statistical deviation expected for a pure

measurement of geoneutrinos. As was seen for ∆m2
21, the measured geoneutrino sensi-

tivity scales with the square root of the number of events collected. It is expected for 1

year in the Te-loaded scintillator phase, 1σ bounds inconsistent with zero counts may be
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formed, while it would take 10 years to form 3σ bounds.

(a) (b)

Figure 8.5: Histogram of the best fit geoneutrino normalisations for 500 Te-loaded scintillator
datasets (1 year) each reflecting statistical fluctuations.

8.2 α-n Event Classification

The need to diminish α-n events has been established for the continuation of the antineu-

trino analysis into the future scintillator phases. Visible in figure 8.1, is the low energy

proton recoil contribution in α-n which conceals the low end of the reactor antineutrino

energy spectrum. Figure 8.4 demonstrated the significant sensitivity to ∆m2
21 that can be

gained from relinquishing background events from this low energy region.

This section presents pulse-shape-discrimination (PSD) techniques that may be used in

future scintillator phases to allow for the removal of α-n proton recoil events. Discussed

are the origins of time residual shapes for each event type, along with comparisons be-

tween the likelihood and Fisher discriminant methods, which can be used to characterise

each event type. The discrimination ability for PSD will be presented in the frame of the

partial fill scintillator, implementing the current in-situ scintillation timing measurements

calculated in chapter 4. Without a dedicated measurement of the proton scintillation tim-

ing, these PSD techniques were not used in the partial fill analysis. The following partial

fill calculations primarily serve to demonstrate the what may be possible in the future

scintillator phases (and future liquid scintillator experiments).
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8.2.1 Pulse Shape Discrimination - Time Residuals

Chapters 2 and 3 discussed the scintillator energy deposition for different particles, namely

for βs and γs. When an energetic particle travels through the detector’s medium (scin-

tillator or water), it slows down as it deposits its kinetic energy. For two particles of

equivalent energy, the distance and time over which this energy is deposited depends

upon the particle’s energy, mass and charge. These characteristics also dictate the scintil-

lation emission times yielded for a particular particle type. Particles with sparse energy

depositions and/or slow emission times incur wider PMT hit time residual distributions

(section 3.1.1). As such, the time residual distribution for a given event in the detector

can be used to characterise the particle that triggered the detector.

PSD techniques have been developed extensively for the upcoming 0νββ search in SNO+.

It has been seen that signal 0νββ events, which are more ‘point-like’ in their energy dis-

tribution, can be separated from background γ events of equivalent energy, which are

comparatively more dispersed [75][90].

8.2.2 α-n Discrimination : Proton Recoils vs Positrons

The primary difference between events due to proton recoils from α-n and the positron

from IBD, is the nature of the energy deposition in the scintillator. The interactions for

each event type yield differences in (1) the characteristic scintillation emission times and

(2) the time over which energy is deposited in the scintillator.

The scintillation emission times for β and α particles were measured in chapter 4. The

increased ionisation power of the α particle leads to comparatively lower light levels,

where scintillation quenching acts more severely on the fast scintillation components.

This leads to an overall increase of scintillation emission times, resulting in time residual

distributions with measurably longer tails, as seen in figure 4.4(c). Higher PPO con-

centrations lead to faster overall emission times [98] and improved α-β discrimination

[174].

While the time residuals for α and β particles could be accurately simulated, at the time

of writing, the scintillation emission times due to protons had not yet been measured for
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the SNO+ cocktail. Protons due to their mass, have ionisation powers between that of

αs and βs. Simulations shown in this work, conservatively assumed that protons had the

same emission times as β particles. Figure 8.6 shows time residuals calculated in partial

fill simulations of prompt positron IBD events and proton recoil events due to α-n. A

measurable difference in time residual shape can be seen, despite the assumption of β

emission times for protons.

Figure 8.6: Time residual pdfs in partial fill for reactor IBD events and proton recoil due to α-n.
Reconstructed energy cuts 0.9 < E < 3.2MeV were applied.

While an α particle is involved in the α-n reaction, the capture cross section in figure 6.6

shows the α is captured at relatively high energies. This, combined with the quenched

light emission for α before capture, means the α contributes comparatively little to the

total scintillation light in an α-n prompt event [175]. Recoiling protons therefore are the

primary particles producing the difference seen in time residuals.

8.2.2.1 Origins of Differences in Simulated Time Residuals

Since the emission times for protons and βs were assumed the same in simulation, the

speculation was that the underlying basic matter interactions, predicted by GEANT4 could

be used to explain the apparent differences in time residuals. To do this, the simulated

truth information of many simulated positrons due to IBD and recoiling protons in α-

n were generated. The following comparisons between reactor IBD and proton recoil

events used a reconstructed prompt energy cut of 0.9 < E < 3.2MeV. The position, time

and deposited scintillator energy for each particle involved in each event were recorded:
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Reactor IBD The positron, annihilation γs, and the βs Compton scattered by the anni-

hilation γs.

α-n The high energy neutron and the multiple scattered protons.

Figure 8.7: Sketch of energy deposition for IBD and α-n events

To serve as a reference point for a given event, a ‘centre-of-mass’ (COM) in time and po-

sition was calculated. This was the position and creation time of every particle, weighted

by each particle’s deposited energy into the scintillator:

r⃗COM =
n∑

i=1

r⃗iE
dep
i

Edep
tot

tCOM =
n∑

i=1

tiE
dep
i

Edep
tot

, (8.1)

where n is the number of energy depositing particles in the event. Figure 8.7 shows a

sketch of the COM and the expected differences in energy deposition for IBD and α-

n events. With the central point now defined in position and time for a given event,

the spread in the energy deposition of all the particles involved in each event could be

defined with respect to the COM point. Distances and times were again weighted by

energy deposition.
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)2
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. (8.2)

Figure 8.8 displays the event spreads in time and position by energy depositing particles

for prompt α-n proton recoil and reactor IBD positron events, calculated in GEANT4.

Regarding the position spreads in plot 8.8(b), the energy deposition by positrons in space

is actually larger on average than for the recoiling protons. This is true especially for low

energy positrons, as the annihilation γs contribute a larger fraction of the total energy and

Compton scatter electrons over 10–20cm. If one was to regard positional spread alone, a
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(a) (b)

Figure 8.8: The standard deviations defined in equation 8.2, representing the spread of positron
events in IBD and recoiling protons from α-n. (a) σr⃗ (b) σt.

narrower time residual spectra would be expected for the proton recoil, in disagreement

with what was seen in the simulated time residuals in figure 8.6.

Considering however the time spreads in plot 8.8(a), it can be seen that there is a much

larger discrepancy in the spread of times over which energy is deposited in the scintillator.

Although protons are recoiled over by neutrons over a smaller volume compared to IBD,

the protons deposit energy over longer times compared to IBD events. The difference

in time spreads is believed to be the dominant contributor to the broader time spectra in

figure 8.6 for α-n compared to IBD events, when equivalent emission times for βs and

protons were assumed.

The upcoming section compares the ability to separate α-n and IBD events using the

likelihood and Fisher discriminant methods, demonstrated in the partial fill.

8.2.3 α-n/IBD Classifier: Likelihood and Fisher Discriminant

Calculations will be presented again using partial fill simulations, where proton and β

scintillation times were treated as equivalent. Emphasis however is placed on the com-

parison of the separation powers between the likelihood and Fisher discriminant methods.

Time residual pdfs generated for IBD and α-n event types, allow for the calculation of

the most probable event classification, given the time residual measured in data. The

calculation of a test-statistic can be used to discriminate and separate on an event-by-

event basis, α-n from IBD.
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8.2.3.1 Likelihood Ratio

Time residual histograms were constructed for each event in data, with N bins, and ni

entries in the ith bin. Given a hypothesised event type H , the probability of measuring a

time residual in bin i is P (i|H). The log likelihood test statistic T for each event type

was calculated as:

T = log
LIBD

Lαn

=
N∑
i=1

log
P (i|IBD)ni

P (i|αn)ni
(8.3)

Figure 8.9(a) displays normalised distributions of T calculated for many simulated events

of each event type in the partial fill detector. The separation between T for the event

types is seen to be small, as expected due to a lack proton scintillation emission times,

compounded by the low PPO concentrations in the partial fill phase. ROC curves sum-

marising the signal efficiency against a minimum threshold in T is shown in figure 8.10.

(a) (b)

Figure 8.9: Test-statistics calculated for α-n and IBD events, applying prompt energy cut 0.9 < E
< 3.2MeV (a) Log-likelihood difference T in eqn. 8.3 (b) Fisher discriminant F in eqn. 8.6.

8.2.3.2 Fisher Discriminant

The likelihood ratio calculated in equation 8.3 assumes all PMT hits were independent.

This approximation is acceptable for the purposes of event position reconstruction in

SNO+, which considers βs point-like in their energy deposition, emitting scintillation

light isotropically.

It has been demonstrated however in figure 8.8(a), that proton recoil events due to α-n

can vary widely in the number of protons recoiled and the times of their energy depo-

sitions. The consequence of these event-by-event variations, can lead to correlations
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Figure 8.10: ROC curves applying analysis cut thresholds on α-n and IBD events for likelihood
ratio T and Fisher discriminant F in partial fill. Also shown are possible separation abilities in
the Te-loaded scintillator phase, discussed in section 8.2.4.

between PMT hit times. An α-n with many recoiling protons, emits more more late light,

increasing the number of hit times around the time residual peak. Events involving only

1-2 energetic protons, scattered over a short period of time, are expected to produce a

narrower distribution, where the event trigger threshold was reached more quickly.

The Fisher discriminant incorporates these correlations between the hit times. The ef-

ficacy of this discriminant has already been introduced for the purposes of 0νββ back-

ground separation [90]. Covariance matrices describing the correlation between binned

time residual pdf bins i and j was calculated for each event type as:

Σij =
Nev∑
µ=1

(ni − pi))(nj − pj)

Nev − 1
, (8.4)

where pi reflected the contents of the time residual pdfs in the ith bin and Nev simulated

events was summed over. ni described the bin contents of the normalised time residual

histogram constructed for a single event.

Armed with the time residual pdfs (with histogram entries p⃗) and covariance matrices for

each event type, the Fisher weighting vector was calculated:

w⃗ = (ΣIBD + Σαn)
−1(p⃗IBD − p⃗αn). (8.5)
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This leads to the Fisher discriminant F , calculable for single event with a normalised

time residual histogram, contents given by n⃗:

F = n⃗ · w⃗. (8.6)

Figure 8.9(b) shows the separation for α-n and IBD events and shows improvement over

the likelihood method figure 8.10, by accounting for the event-by-event variation. The

covariance matrix calculation shown was limited in time residual times from -10 to 40ns,

for the purposes of practicality. The likelihood calculation however considered the entire

time residual spectrum leading to it eventually outperforming the Fisher discriminant,

seen in the ROC curves.

8.2.4 α-n and IBD Separation Prospects

Limited separation was seen in the partial fill case, where β timing was assumed for pro-

tons and PPO concentrations were low. Shown also in figure 8.10 is the likelihood signal

efficiency for α-n and IBD events, repeated in the Te-loaded scintillator phase. Presented

are two assumptions, assuming proton scintillation emission times as equal to βs and

αs, expected to be an underestimation and overestimation of the true proton quenching,

respectively. Apparent is the significant potential for the removal of proton recoil α-n

events when fast scintillation times are employed and the slower proton emission times

are accounted for.

β Emission Times for Protons Figure 8.8(a) demonstrated the difference in energy

deposition time between low energy α-n and IBD events, yielding the resulting differ-

ences in time residuals, even when β emission times were assumed for protons. Table

8.4 summarises the timing constants employed in the simulation of the Te-loaded scin-

tillator with 2g/L PPO concentration. It can be seen that the final scintillator cocktail is

expected to have significantly faster scintillation emission times compared to that mea-

sured in partial fill (table 4.3). The faster scintillation emission times allow for significant

improvement of the separation using PSD. It should be noted for these simulation studies,

that the in-situ measured scintillation emission times in partial fill data were found to be
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considerably different to those measured in the tabletop experiments.

α Emission Times for Protons In the case where α times are assumed, while this is

an overestimation of the expected differences between α-n and IBD time residual dis-

tributions, it is expected that the α times reflect more closely the true proton emission

time (since the proton and α are closer in mass than a β). The signal efficiency with α

times therefore serves as an upper limit on the possible improvement due to a dedicated

proton timing measurement. It can be seen that the quenching of scintillation times is

expected to yield a vast improvement on the ability to separate α-n from IBD events due

to their differences in energy deposition alone. A dedicated measurement of the proton

scintillation emission timing is in the SNO+ scintillator cocktail is expected to be made

in the future.

The two cases serve to present the impact of faster scintillation emission times due to

increased PPO concentration and subsequently the further discrimination possible when

the slower emission times of protons compared to βs are accounted for.

Table 8.4: Scintillation time constants for eqn. 4.3 for the Te-loaded scintillator cocktail [176].

Scintillation Time Parameters assumed for Te-loaded Scintillator
τ1 [ns] τ2 [ns] τ3 [ns] τ4 [ns] A1 A2 A3 A4 τrise [ns]

β 3.7 10 52 500 0.72 0.23 0.02 0.03 0.8
α 3.69 15.5 79.3 489 0.63 0.23 0.07 0.07 0.8

8.2.5 Conclusion

The prospects of the SNO+ reactor antineutrino analysis entering the future scintillation

phases were presented for a number of timescales. Based upon assumptions of the signal

and background rates from the partial fill, the measurement sensitivity to ∆m2
21 was pre-

sented in table 8.2, where it is expected measurements comparable to that of KamLAND

will be possible. It was also demonstrated in figure 8.4 that the reduction of the α-n con-

tamination can considerably improve sensitivity. This is expected to be possible through

PSD methods.

It was then demonstrated in simulation, that there are measurable differences in IBD and
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α-n time residuals, despite the assumption that protons and βs have the equivalent scin-

tillation emission times. Calculations using GEANT4 indicated that the large differences

in energy deposition for both event types in liquid scintillator, aids in their discrimina-

tion. It was shown that due to event-by-event variations in energy deposition for α-n,

a Fisher discriminant may be able to provide extra event separation beyond the likeli-

hood method. PSD discrimination was not implemented in the antineutrino analysis due

to a lack of proton scintillation time measurements. However, the expectation is that

the future measurements of proton scintillation timing, combined with higher PPO con-

centrations, may allow very efficient removal of the notoriously uncompromising α-n

background events.
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9 | Stratified LIquid Plane Scintillator - SLIPS De-

tector

This chapter discusses the novel design of a cheap large-scale liquid scintillator detector.

The first half of this chapter introduces the construction of this next-generation detector,

while the latter half presents performance tests which demonstrate the detector’s capabil-

ities, carried out in simulation.

9.1 Current Liquid Scintillator Detector Designs

Whether it be neutrino beam, neutrino telescope or multi-purpose large scale liquid scin-

tillator experiments, the next generation of neutrino and rare decay experiments all reflect

a clear trend in expanding detector sizes. The DUNE experiment expects 40kt of liquid

argon fiducial mass across four time projection chamber modules [44], the JUNO experi-

ment will operate with a target mass of 20kt of liquid scintillator [48], Hyper-K is a water

Cerenkov detector with an anticipated fiducial mass of ∼190kt [43] and IceCube-Gen2

intends to instrument ∼10km3 of ice [177].

The size evolution of liquid scintillator detectors are no exception to the trend. Daya Bay

(8×20t), Borexino (∼300t), SNO+ (∼1kt), KamLAND (∼1kt) and JUNO (∼20kt) are

some of the recent, current and future experiments which reflect the trend of the increase

of scintillator target masses with time. Each experiment’s structure is shown in figure

9.1. Also apparent across these current liquid scintillator detectors, is their similarity

in design. Each detector requires a boundary separating the scintillation region from

the PMTs due to the intrinsic radioactivity they contribute. This requirement generally

adds complexity to construction. Separation is generally achieved using acrylic/nylon

barriers, whose own radioactivity can also lead to substantial cuts to the fiducial detection

volume for a number of low energy (∼MeV) studies. Such barrier constructions become

increasingly difficult and expensive for larger detector volumes. JUNO are pushing the

boundaries of what might be achievable in the construction of their acrylic vessel, a

transparent spherical structure ∼35.4m in diameter and 12cm in thickness [178]. Visible

155



CHAPTER 9. STRATIFIED LIQUID PLANE SCINTILLATOR - SLIPS DETECTOR 9.2

in figure 9.1(e) is the stainless steel structure required to support the large acrylic vessel.

(a) (b) (c)

(d) (e)

Figure 9.1: Designs of some recent, current and future scintillator detectors (a) DayaBay (b)
Borexino (c) KamLAND (d) SNO+ (e) JUNO

The upcoming sections aim to detail an alternative design, which does away with the

need for physical barriers to separate regions, all while aiming for a much cheaper and

simpler construction.

9.2 SLIPS Detector Design

Figure 9.2 shows a 3D rendering of the Stratified LIquid Plane Scintillator (SLIPS) de-

tector. The SLIPS concept is to do away with the physical barrier enclosing the purified

liquid scintillator. PMTs are mounted on the bottom of a wide cavity submerged in a

distillable, lipophobic liquid (e.g. various ethylene glycols), above which a less dense

scintillator is layered. Thin and highly reflective surfaces, near the top and sides of the

detector, efficiently reflect scintillation light down to the bottom PMT array. These re-

flective sheets also provide shielding from light emitted by radiation originating from
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Figure 9.2: A 3D rendering of the ‘Pancake’ configuration. An example of a physics event is
also shown, where the scintillation light paths are represented by orange lines. The PMT number
density shown is less than that used in simulation tests.

the detector container and cavity. PMTs may also be placed in the region between the

reflective surfaces and the container to serve as a muon veto.

Due to the long path lengths of scintillation light created by reflections, the detected

light levels can become limited by the extinction length of photons in the scintillator.

It is therefore advantageous for the detector height to be much less than the extinction

length, leading to a short and wide detector configuration. Alternative detector shapes are

explored later in the design, with the flat circular detector shown in figure 9.2 designated

as the ‘Pancake’ configuration.

A large scale practical example of a stable two liquid system was the partially filled

SNO+ detector. Figure 2.4 shows a photo taken from inside the SNO+ detector, taken

during the partial fill phase. The scintillator-water interface is highlighted in the photo by

a white arrow and line. The interface formed was found to be very stable over the partial

fill period, which lasted approximately 6 months.

The next section describes the simulations carried out in GEANT4, for the purposes of

testing the performance of the SLIPS detector.

9.3 Detector Simulation

For the purposes of testing, a cylindrical scintillator volume was chosen to be 10m tall and

25m in radius, as shown in figure 9.3. The centre of the cylindrical scintillator volume
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was defined as the origin and the x-y plane was aligned with the plane of the PMTs.

Alternative detector shapes and sizes are considered in section 9.5.

Figure 9.3: SLIPS detector inner scintillator dimensions used in simulations tests.

The calculation of the propagation of radiation in the SLIPS detector was carried out us-

ing a GEANT4 [81] based simulation. Standard MeV-scale electromagnetic and hadronic

physics packages were included, along with the GLG4Sim package (also adopted in RAT)

to generate energy deposition in the scintillator and the subsequent light emission and

propagation. Data acquisition systems and electronics were also simulated, adapting the

DAQ and PMT trigger logic code from RAT as outlined in chapter 2, using the N100

trigger as the global trigger for SLIPS.

9.3.1 PMTs

Two PMT types were simulated in the performance testing presented in this work. The

primary PMT chosen for the multi-kilotonne detector, was the 20" r12860 PMT from

Hamamatsu Photonics, while further studies later in the chapter were carried out using

the 8" r5912-100 Hamamatsu model (section 9.4.3). The 20" PMTs were modeled in

simulation using the specifications according to Ref. [179]. GEANT4 geometry mod-

els of the PMT’s dimensions were created, attributing the measured quantum efficiency

spectrum shown in figure 9.4(a) to the photocathode surface. Also included were, the

measured single photoelecton (SPE) charge spectrum and the transit time spread (TTS).

The charge spectrum was modelled simply as a Gaussian distribution, from which PMT

hit charges were sampled for the triggering of PMTs and the global trigger. Table 9.1

summarises the key PMT parameters used to build and characterise each PMT type in

simulation.

Channel discriminator thresholds were set to the typical SNO+ detector value of 9 ADC

counts. Such that, for the r12860 PMT, a photon that produced a single p.e. on the pho-
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Table 9.1: Key parameters assumed in the simulation of the two types of PMTs presented in this
work.

Parameter r12860 (20") [179] r5912-100 (8") [77]

Peak to Valley Ratio 4.75 4.2
Transit Time Spread (σ) 1.3ns 0.87ns

Quantum efficiency (400nm) 31% 32%

tocathode would not trigger the PMT 3% of the time (4% for the r5912-100 PMT). The

global trigger and channel threshold parameters that were optimised for the SNO+ exper-

iment, are not necessarily optimal for the SLIPs detector and the 20" r12860 Hamamatsu

PMTs. However, the work presented here considers event energies sufficiently beyond

the trigger threshold such that DAQ trigger parameters did not play a significant role. A

trigger gate event width of 400ns was also adapted from SNO+.

The PMTs were distributed in a hexagonal packing planar arrangement, with 54cm centre-

to-centre between adjacent tubes. In all simulations the PMTs were placed such that the

top of the photocathode cap was 2m below the scintillator-buffer interface, sufficiently

distant from the interface to shield the scintillator from the PMT’s intrinsic contamina-

tion.

9.3.2 Simulated Liquid Scintillator and Buffer Liquid

The detector’s design principle requires the use of immiscible liquids with similar refrac-

tive indices. Since most organic scintillator solvents tend to by hydrophobic, these can

therefore be paired with hydrophilic liquids, such as glycols, which tend to be less dense.

This then more naturally leads to a design with scintillator on top and PMTs in a bottom

buffer region.

The same scintillator cocktail employed by SNO+ was adopted for simulation testing:

LAB + 2g/L PPO + 15mg/L bisMSB [69]. Figure 9.4(a) shows the absorption and emis-

sion spectra of the contributing components present in the cocktail, identical to figure 2.9,

where the PMT quantum efficiency has been replaced with that of the r12860 20" PMT.

For the buffer solution, ethylene glycol was chosen as the candidate to pair with LAB in

simulation. Ethylene glycol can be purified to high levels of purity through distillation
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and has a similar refractive index to LAB in the wavelength region of interest, as shown in

figure 9.4(b). Matching refractive indices in the buffer and scintillator liquids minimises

the refraction effects for light crossing their interface, improving light detection efficiency

and simplifying event reconstruction.

(a) (b)

Figure 9.4: (a) The black dashed line shows the r12860 Hamamatsu PMT measured total detection
efficiency (divided by 10 to fit on the graph), the other distributions are identical to those shown
in figure 2.9 (b) The refractive index spectra for LAB and ethylene glycol [69][180].

9.4 Performance Testing in Simulation

With the detector simulation configuration now defined, this section presents the results

for estimated light levels and position reconstruction.

9.4.1 Light Yield

Energy resolution is an important component in many relevant physics analyses. Pre-

viously mentioned analyses, such as the future 0νββ search at SNO+ and the mass hi-

erarchy measurement using reactor neutrinos at JUNO, require the best possible energy

resolution to measure spectra and suppress backgrounds. Detectors used for nuclear re-

actor non-proliferation monitoring, which often aim to measure nuclear reactor neutrino

fluxes, have a reduced demand for high quality energy resolution, since the IBD coinci-

dence tag for antineutrinos strongly reduces background contamination and the emphasis

tends to be on the flux rather than details of spectral shape.

In liquid scintillator detectors, the energy resolution is essentially dictated by Poisson’s

fluctuations on the total number of hits recorded on PMTs in a physics event. The reflec-
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tive sheets allow for the potentially economical collection of light, detected with PMTs

only arranged at the bottom of the detector. Figure 9.5 shows the light level due to βs

generated around the detector. The z-axis coloured axis represents the total number of

p.e.s produced on PMT photocathode surfaces due to a 1MeV β as a function of event

position within the scintillator volume in plot 9.5. It can be seen that a high detected light

level is achievable in the SLIPS detector, with relatively homogeneous light collection

around the detector. Table 9.2 shows key comparisons in projected light collection for

the SLIPS detector with the Borexino, KamLAND and JUNO detectors. The JUNO ex-

periment also 20kt in mass, will be equipped with ∼20,000 large PMTs to achieve their

energy resolution goal of 3% per MeV. This would be a world-leading accomplishment

for a kilotonne-scale optical detector. It can be seen that the SLIPS detector could po-

tentially achieve a comparable level of excellent light yield using approximately half the

number of PMTs and a much simpler construction.

Figure 9.5: Light yield (total p.e.s per MeV) as a function of true β-particle position in the SLIPs
detector, of dimensions shown in figure 9.3.

Table 9.2: Table summarising detector size, number of PMTs and the light yield for the Borexino,
KamLAND and JUNO detectors compared to SLIPs.

Borexino
[181][182]

KamLAND
[183][184]

JUNO
[185][178] SLIPs

Target Mass 300t 1kt 20kt 20kt
No. PMTs 2200 1900 ∼20,000 8000
Light Yield
(p.e/MeV) 450 200 >1200 ∼1100

9.4.2 Position Reconstruction

High quality position reconstruction is an important part of many physics analyses in or-

der to achieve good signal-background separation. Event positions can be reconstructed
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in a manner similar to that introduced in chapter 3, using PMT hit times and hit pat-

terns. However, in the flat SLIPS detector, the reconstruction of vertical and horizontal

event positions can be treated differently. The reconstruction of x and y positions can

be more readily calculated since the PMT hit density shares the same plane, whereas the

calculation z-position is complicated by a higher reliance on the timing of reflected light

paths.

9.4.2.1 Vertical Position Determination with PMT Hit Times

The calculation of z-positions using direct light arrival times is comparatively more chal-

lenging in a flat PMT configuration compared to a spherical arrangement of inward facing

tubes. However a strong constraint on the z-position arises from the time differences be-

tween direct and reflected scintillation light. Figure 9.6 shows triggered PMT hit times

vs PMT ρ (radius in x-y plane) for many β events generated at an assortment z-positions.

Figure 9.6: PMT hit times vs PMT radial position ρ. Top row: zev = +4.5m, middle row: zev = 0m,
bottom row: zev = -4.5m. Left column: Many β events, middle column: Analytical calculation of
the direct and reflected light wavefronts, right column: an example, single 3MeV β event.

The black lines overlaying the hit times in the second column indicate time of flight cal-
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culations for direct and reflected light paths of photons travelling in the SLIPS detector,

from an event to a given PMT position. Calculations assumed straight line paths and

an effective refractive index (between that of LAB and ethylene glycol). Direct light

paths are shown in the figures, as well as reflected light paths with: a single reflection

on the ceiling, single reflection on the side walls, double reflections on the ceiling and

sides walls. The right-most column of plots demonstrate that the direct and reflected

wavefronts are clearly visible on an event-by-event basis. Wavefront separation becomes

more difficult for events approaching the reflective sheets, as demonstrated in the top row

of plots.

Late scintillation emission times produce the hit times seen to lag behind the wavefront

regions, where the SNO+ scintillator cocktail of LAB + 2g/L PPO scintillator was as-

sumed to have a leading time decay constant of 4.8ns [69]. It will be shown in section

9.4.3, that using faster a scintillator cocktail (either by increasing PPO concentrations

or using alternative scintillators) and/or faster PMTs aids in the reconstruction of event

positions. Direct and reflected wavefronts are more easily distinguished for scintillators

with fast scintillation emission times, which yield narrow distributions in PMT hit times.

Likelihood Fit of PMT Hit Times For a demonstration of z-position resolution, a

likelihood fit was carried out, based on triggered PMT hit times and PMT positions. In

order to compare PMT hit times a global event trigger time was calculated. It was found

that the mean of the first 50 PMT hit times, yielded a standard deviation of ∼0.3ns in

the trigger times calculated for many events. This trigger time was subtracted from all

PMT trigger times in the following plots. Figure 9.7(b) shows a pdf generated from PMT

trigger times vs PMT radial position. Pdfs were generated by simulating many 3MeV β

events and creating pdfs at z-position intervals separated by 2.5cm.

The reconstructed z-position for an event was taken as the z-position of the pdf that

maximised the likelihood for that event’s PMT hit time distribution. The binned extended

likelihood expression can be written as:

log(L(n⃗hits(t)|r⃗, E)) =
Nρ

bins∑
i=0

Nt
bins∑
j=0

nij log(νij(r⃗, E))− νij(r⃗, E), (9.1)
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where nij is the number of PMT hits measured in the bin (i, j) defining PMT position

and hit time, νij represents the expected number of hits for that bin for a β with event

position r⃗ and energy E. In order to account for fluctuations in the previously described

event trigger calculation, the trigger time in each fit was allowed to freely float up to

±0.3ns around the estimated event time.

Figure 9.7(b) shows the PMT hit time distribution for an example 3MeV event, as well as

the fit results for 500 3MeV β events, all generated at the origin. The standard deviation

of the best fit z-positions was found to be 8cm, similar to the position resolution of 9cm

expected in the SNO+ scintillator phase [90].

(a) (b)

(c)

Figure 9.7: (a) PMT trigger times vs PMT position for an example 3MeV β event generated at
the origin. (b) Pdf generated from many 3MeV β events at the origin (c) Likelihood fit results of
the calculated z-position for 500 single 3MeV β events. The standard deviation of the histogram
is 8cm.

It can be seen that, despite using fewer PMTs placed in single plane arrangement, the

SLIPS detector can yield similar position resolutions to current and future large-scale

scintillator detector designs. Section 9.4.3 investigates the impact that fast scintillators

and fast PMTs can have on position resolution. The next section demonstrates the recon-

struction of x,y and z positions based only on PMT hit densities, without the use of PMT
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hit times.

9.4.2.2 Reconstruction using PMT Hit Densities

Horizontal Position Determination Figure 9.8 shows PMT hit density plots for many

β events generated in a SLIPS detector, with the same dimensions shown in figure 9.3.

These plots serve to demonstrate that the x and y event positions can be determined from

the PMT hit distributions alone, even without the use of PMT hit times. Having an ability

to determine position using hit densities alone is of benefit for the use of scintillators

with slow emission times for Cherenkov separation [83], where position reconstruction

via timing is poorer compared to fast scintillators.

(a) (b) (c)

Figure 9.8: PMT hit density vs x,y position made with many β events in the Pancake SLIPs
detector. β events were generated at (a) (0,0,0) (b) (0,12,0)m (c) (0,24.5,0)m. The z-axis reflects
arbitrary units.

Again, a likelihood fit was carried out, fitting PMT hit density histograms using triggered

PMT hits occurring within a 400ns time window. Pdfs of PMT hits vs PMT position

were generated with many 3MeV β events. Each pdf was generated at various horizontal

displacements separated by 5cm, all with z-positions at the centre of the scintillator. PMT

hit density distributions for single 3MeV events were each generated at (0,0,0) and were

fit using these pdfs. The best fit horizontal position was the pdf that maximised the

binned extended likelihood, again using equation 9.1, but instead summing over x and

y-position bins. In this case n⃗hits is the observed number of triggered PMT hits in the

binned histogram in PMT positions. nij is the number of in the (i, j) PMT position bin

and νij represents the expected number of hits for that bin, for the pdf constructed from

many βs of energy E and position r⃗.

The likelihood fit of 500 3MeV β events yielded a fit resolution in the ρ direction of

165



CHAPTER 9. STRATIFIED LIQUID PLANE SCINTILLATOR - SLIPS DETECTOR 9.4

18cm, which is notably smaller than both the PMT width and separations (51 and 54cm

respectively). Smaller and more dense PMT arrangements are expected to improve this.

While the inclusion of the PMT hit times in the calculation of horizontal event positions

would improve the resolution, the density calculation served to demonstrate the capabil-

ities of a detector of this size equipped with slow scintillator.

Vertical Position Determination The same approach used in the horizontal position

determination can also also be applied to the vertical position. As expected, the planar

geometry of the PMTs yields worse position resolution using the hit density approach in

z compared to x and y.

Figure 9.9: Pdf of PMT hit density vs PMT y-position for 3MeV β events, for βs generated at
z-positions separated by 40cm (x = y = 0).

The same likelihood fit of hits vs PMT position for hits occurring within a 400ns event

window was repeated. Pdfs of the expected PMT hit density distributions were generated

for z-positions separated by 5cm, at x=y=0. Figure 9.9 shows representative expected hit

density distributions versus PMT y-position (shown in one dimension for clarity). The

three pdfs show the expected density distributions for 3MeV β events, each separated by

40cm in z-position. The likelihood fits of 500 3MeV events generated at the scintillator

centre yielded a standard deviation of 37cm in the distribution of best-fit horizontal posi-

tions. The use of timing information is therefore important along this axis, as expected.

9.4.3 Faster Scintillators & Faster PMTs

Figure 9.6 shows the calculable wavefront positions and shapes that allow for the recon-

struction of event position. The resolution of the these wavefronts can be improved by
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decreasing the spread in PMT hit times. Two methods to achieve this involve using faster

PMTs and/or a scintillator cocktail with faster scintillation emission times.

For illustration, figure 9.10 shows side-by-side plots of wavefront hit time distributions

using both faster PMTs as well as faster scintillator emission times, compared to the

original SLIPS setup outlined in the introduction. The 20" r12860 Hamamatsu tubes were

replaced with the faster 8" r5912-100 Hamamatsu model, with PMT’s TTS specified in

table 9.1. These PMTs were placed in a hexagonal close packing configuration as before

with adjacent PMTs spaced by 20.82cm centre-to-centre (0.5cm glass-to-glass). A total

of ∼50,000 PMTs were used in the 25m radius Pancake configuration SLIPS detector.

The LAB+PPO+bisMSB scintillator cocktail was also altered in simulation such that the

leading exponential decay constant for scintillation emission times was changed from

4.8ns to 3ns (achievable through PPO addition [98]).

The side by side comparison shows a noticeable improvement in the wavefront separa-

tion. Repeating the time-based likelihood fit on this faster configuration, it was found

that z-position resolution was improved from 8cm to 5cm for 3MeV β events.

Figure 9.10: Demonstration of the increased resolution of the direct and reflected wavefronts
when faster PMTs and scintillators are used (a) 20" r12860 Hamamatsu PMTs (1.3ns TTS) and
a 4.8ns leading scintillator emission time constant (b) 8" r5912-100 Hamamatsu PMTs (0.87ns
TTS) and a 3ns leading scintillator emission time constant.

9.4.4 Light Collecting Concentrators

In order to increase the light collection and avoid the cost of installing additional PMTs,

the SNO detector employed light concentrators [60], shown in figure 2.10(b). Generally,

the light-detecting photocathode surface does not cover the full width of the PMT itself.

Even for very densely packed spherical PMTs, this leaves insensitive regions between
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PMTs, which reduces the effective photocathode coverage of the detector.

The difference between the planar SLIPS detector and the common spherical design, are

the angles of incidence at which the arriving scintillation light lands on the PMTs. For

spherical detectors, the majority of light arrives at the PMTs perpendicular to the PMT

faces. As seen in figure 9.2, a much higher proportion of the scintillation light in SLIPS

arrives at the bottom of the detector at steep angles of incidence.

Concentrators are highly efficient in light collection up to a calculable maximum ac-

ceptance angle [186]. In a SLIPS configuration, a large angular acceptance is required,

limiting the achievable concentration factor. Their inclusion might still achieve some

useful improvement to the expected photocathode coverage.

To investigate the impact that cone style concentrators could have in the SLIPS detec-

tor, short light concentrators were modelled in simulation. Figure 9.11 shows the shape

of the reflectors used in simulation surrounding each PMT (assuming the 8" r5912-100

PMT). The PMTs were arranged, as before, in a hexagonal close packing arrangement,

with a nearest glass-to-glass distance of 0.5cm. To allow for the packed arrangement of

PMTs the concentrators were truncated. The concentrator base width was made equal to

the 9.51cm photocathode radius of the r5912-100 model. Simulations assumed a 90%

specular reflection efficiency for the concentrator surface.

Figure 9.12 shows pdfs of PMT hit times vs PMT position with 8" PMTs, with and

without concentrators. It can be seen that the concentrators increase the light yield for

small ρ (PMTs directly below the event), while the wavefronts become less intense at

larger ρ. This is predominantly due the steep angles of incidence light arriving at distant

PMTs, where there is an increased probability of reflecting back up into the scintillator.

The Pancake SLIPS detector equipped with 8" PMTs, saw a light yield increase from

1180 to 1290 p.e./MeV when concentrators were added. The z-position resolution was

found to change negligibly from 5cm with and without the Winston cones.
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Figure 9.11: HepRep renderings [187] of the concentrators tested in simulations of the SLIPS
detector. (a) Side-on view of a single 8" r5912-100 PMT [77], showing the photocathode (green)
and truncated Winston cone (red). (b) Top-down view of a few hexagonally packed PMTs with
concentrators masking the regions of the PMT which do not contain a photocathode surface.

Figure 9.12: Pdfs of PMT hit times vs PMT position for the Pancake SLIPS detector, equipped
with fast 8" PMTs and fast 3ns scintillator (a) No light concentrators (b) with light concentrators.

9.5 Alternative SLIPS Detector Shape

The aim of the SLIPS design is to provide a relatively low-cost, large-scale detector of

simple construction. It is common for low energy neutrino experiments to be placed

in deep underground tunnels originally excavated for the mining of geological materials

(e.g. SNO+ in Creighton Mine). An alternative SLIPS detector shape to consider there-

fore, is a narrow and long cuboid shape, which conforms to typical tunnel dimensions.

Figure 9.13 displays example dimensions of the Cuboid SLIPS configuration, containing

roughly 20kt of scintillator.
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(a) (b)

Figure 9.13: Cuboid configuration of the SLIPS Detector (a) 3D rendering of the detector (b)
Detector inner scintillator dimensions used in simulations test

9.5.1 Cuboid Detector Minimum Width

Position resolution calculations were previously shown for the Pancake detector. While

the Cuboid configuration could potentially allow for a simpler and cheaper construction,

the narrowness of the detector can worsen position reconstruction due to the increased

number of reflections, as well as increasing the radioactive backgrounds from the cavity

rock.

Figure 9.14 displays again direct and reflected wavefronts, comparing the Pancake and

Cuboid configurations. The dimensions of each type are shown in figures 9.3 and 9.13,

where the Cuboid detector’s width was varied. For the purposes of demonstration, the

wavefronts have again been plotted as PMT hit times vs radial position ρ. The plots serve

to illustrate the negative impact reflections have on position reconstruction. Visible in

plot 9.14(e) for the Pancake 25m radius detector, are the prominent direct and reflected

wavefronts, along with reflections on side walls. For the Cuboid configuration in plots

9.14 (b)-(d), the wavefronts become more spread out and overlap one another as the width

of the detector decreases. This is due to the high degree of wall reflections in the narrow

detector, effectively smearing the PMT hit times.

9.6 Conclusion

The SLIPS design presents a highly scalable and simply constructed liquid scintillator

detector. SLIPS’ no-barrier design avoids the difficult construction of large transparent
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(a) (b)

(c) (d)

(e)

Figure 9.14: Plots of PMT hit times vs position, generated from many 3MeV events at the centre
of the detector for. Plots (a)-(d) are for the Cuboid configuration, of length 100m and width (a)
40m (b) 30m (c) 20m (d) 10m. Plot (e) again shows the Pancake configuration of diameter 50m

barriers, as well as reducing the background contamination from boundary layers. It has

also been shown that the use of reflective sheets yield highly efficient light collection

with good position resolution, using far fewer PMTs that those employed in traditional

spherical detectors.
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This thesis presented a first measurement of neutrino oscillation in reactor antineutrinos

arriving at the SNO+ detector. The analysis was complicated by a half-full scintillator-

water detector configuration, large α-n rates, a lack of calibration sources and evolving

scintillator light levels. BiPo214 events provided a practical calibration source for the

scintillation emission times and light yield for α and β particles. These parameters were

found to differ significantly from those seen in tabletop measurements, but vastly im-

proved the agreement between data and simulation in position and energy reconstruction.

The reduced exposure to reactor antineutrinos in the partial fill phase lead to limited sen-

sitivity to ∆m2
21. A total of 45±6.7stat candidate events were expected (9.5 of which

were signal reactor antineutrinos), where 44 events were measured in data. Two val-

ues of ∆m2
21 were favoured, at 8.8+1.1

−1.3 and 12.6+1.6
−1.3×10-5 eV2, where the smaller best-fit

value of ∆m2
21 was consistent with the current global PDG value of 7.53±0.18×10-5

eV2, within a 1σ frequentist confidence interval. This result demonstrated good under-

standing of the detector and the expected background and signal rates. The prospects of

the continued antineutrino analysis over future scintillator phases were then presented.

Simulations showed that a precise measurement of ∆m2
21 may be possible, where the

current global uncertainty can be surpassed within a 3-5 year livetime in the Te-loaded

scintillator phase, depending primarily on α-n levels. Highly efficient α-n removal may

be possible using PSD methods, where a calibration of the proton scintillation emission

times is expected to be made for the SNO+ scintillator.

Background measurements were also performed in both water and scintillator phases,

where the results are expected to contribute in future SNO+ analyses. A novel method

was used to extract the radiation from the SNO+ ropes (appendix B), measuring the back-

ground rate as 0.27±0.02stat±0.13sys times the rate from previous ex-situ measurements.

BiPo214 rates were used to measure the supported concentration of 222Rn, from the 238U

chain, in the scintillator, finding the concentration to be 4.5±1.3×10-17gU/gLAB.

Finally, the highly scalable and simply constructed ‘SLIPS’ liquid scintillator detector

was presented. Simulation studies demonstrated that detector may be able to achieve

highly efficient light collection with good position resolution, using far fewer PMTs that

those employed in traditional spherical detectors.
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A.1 Neutrino Mass Scale

The magnitudes of the neutrino masses have not yet been measured, but is a very active

area of research. Experiments such as KATRIN [188], Project8 [189], ECHO [190] and

WITCH [191] probe the neutrino mass through precise measurements of the β-decay

spectrum. KATRIN hold the current world-leading upper limit on the neutrino mass

mν < 0.8 eV/c2 (90% CL) [192].

Indirect measurements placing limits on the magnitudes of neutrino masses have also

been derived from cosmological observations, as the absolute value of the neutrino masses

have consequences on the evolution of large scale structure in the universe [193]. The

strongest constraint for the upper limit on the sum of the neutrino masses comes from

measurements of the cosmic microwave background by the Planck satellite, combined

with measurements of the baryon acoustic oscillation, placing an upper limit of
∑
mν <

0.16eV (95%CL) [194]. The stated upper limit depends on assumptions made about the

number of neutrinos, their evolution over the lifetime of the universe and the cosmolog-

ical model used to describe the matter evolution of the universe, where the Planck result

has been shown to be the most robust cosmological measurement to date [195][196].

A.2 Neutrino Mass

Upon the discovery of massive neutrinos, it is natural to ask the question of what mecha-

nism is behind the neutrino mass. The experimental success the SM in describing massive

fermions as Dirac particles, naturally leads to the addition of massive neutrinos in SM as

Dirac particles also, yielding a number of consequences.
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A.2.1 Dirac Neutrinos

The field ψ is a solution to the Dirac equation, used to describe all massive fermions in

the SM:

(i∂µγ
µ −m)ψ = 0 (A.1)

The general solution ψ is a 4-component Dirac spinor. The Dirac spinor ψ can be broken

down into its left and right-handed chiral components:

ψ = ψL + ψR

i∂µγ
µψL = mψR

i∂µγ
µψR = mψL,

(A.2)

where ψL and ψR are Weyl 2-component spinors. The 4-component Dirac spinor can

be viewed as made up of two left and right-handed Weyl spinors in eqn. A.2. Hermann

Weyl originally proposed Weyl spinors, 2-component solutions to an alternative of the

Dirac equation, to describe massless fermions [197]. Dirac had originally rejected idea

though as they did not conserve parity [198] (later found to be a true non-conservation).

SM massless neutrinos exist as Weyl spinors, solutions to the eequations A.2 where m =

0.

The mass term for all massive fermions in the SM arises from the coupling of left and

right-hand chiral components ψL and ψR. The general Dirac mass term in the SM La-

grangian for a fermionic field ψ can be written as:

LDirac = −mD(ψRψL + ψLψR) (A.3)

In the case of massless neutrinos, neutrinos exist in the SM only as left-handed Weyl

spinors and antineutrinos as right-handed ones. Since only left-handed neutrinos and

right-handed antineutrinos participate in weak interactions, the existence of the right-

handed component of neutrino (and left-handed antineutrino) is unphysical and therefore

not included in the SM.

Mass in the SM is generated in the coupling of left and right-handed fields. One can treat
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neutrinos as all other massive fermions and introduce two not-yet-observed fields, νR and

νL. This addition of 2 degrees of freedom is known as the ‘minimally extended Standard

Model’. It is still the case that only νL and νR can participate in weak interactions, where

the νR and νL components do not to couple to any of the SM gauge fields. This leaves νR

and νL known as ‘sterile’ fields.

Treating neutrinos as SM fermions that couple to the Higgs field, the mass obtained in

the Higgs-lepton Yukawa Lagrangian is:

mν
i =

yνi v√
2

(A.4)

where v is the Higgs’ vacuum expectation value (VEV) and yνi are the Yukawa coupling

constants [10]. The Yukawa constants quantify the coupling each fermion has to the

Higgs field, yielding the mass observed in experiment for each of the known charged

leptons and quarks.

It has been shown in the assumption that neutrinos are Dirac particles, there is a need to

introduce two extra degrees of freedom in the form of a right-handed component of the

neutrino field and left-handed antineutrino, for each neutrino generation (e, µ, τ ) [10].

Aside from the addition of unobserved fields, another motivation for an alternate descrip-

tion of neutrino masses arises from the observation that neutrino masses are at least 6

orders of magnitude smaller than any other fermion masses in the SM. The Yukawa cou-

pling constant description in eqn. A.4 does not provide any indication for the reason

neutrino couplings are so much smaller, suggesting an alternative mass mechanism for

neutrinos. It should be noted however, the origin of the Yukawa coupling values for all

other quarks and leptons are also left unexplained by the SM.

A.2.2 Majorana Neutrinos

Ettore Majorana investigated the possibility of generating neutrino mass, while retaining

only the two degrees of freedom observed in weak interactions of left-handed neutrinos

and right-handed antineutrinos. Majorana proposed in 1937, that since fermion mass

is generated in the coupling of left and right-handed fields, as seen in the Dirac mass
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term in eqn. A.3, if the right handed neutrino field νR is replaced with the antiparticle

of the left-handed neutrino νL, mass can be generated for neutrinos [199]. This avoided

the requirement of two extra degrees of freedom due to the introduction of right-handed

neutrinos νR and left-handed antineutrinos νL.

The antiparticle of a left-handed particle is a right handed field. The charge conjugation

operator can be defined as ψ → ψc ≡ −CψT ≡ −iγ2γ0ψT
= −iγ2ψ∗. It can be shown

this yields ψc with opposite chirality to ψ [10]. The Majorana condition stated:

ψR ≡ (ψL)
c (A.5)

The neutral neutrino field serves as an ideal Majorana particle candidate, as the only

known neutral fermionic field. Assuming this equivalence for any other charged fermionic

field (of charge q), would lead to charge violation (q → −q).

Applying the Majorana condition to the Dirac mass term in equation A.3, yields the

Majorana mass term for neutrinos:

LMajorana = −mD(νRνL + νLνR) =
1

2
mM((νL)cνL + νL(νL)

c) (A.6)

This removes the coupling between left/right-handed active/sterile neutrinos (and right/left-

handed active/sterile antineutrinos) in the Dirac mass term. The Majorana neutrino mass

term instead abolishes the separation between particle and antiparticle, coupling the two

as the left and right-handed chiral components, as required in the mass term.

The Majorana mass term however has consequences in SU(3)C×SU(2)L×U(1)Y gauge

invariance required in the SM. The left-handed Majorana mass term (which carries weak

hypercharge ±2) does not conserve SU(2) symmetry. The Majorana mass term also has

consequences in the conservation of lepton number. The SM attaches lepton number of

(-)1 to (anti)neutrinos, which is assumed to be conserved in the weak interaction. The

Majorana mass term (νL)cνL yields a lepton number change of ±2. Total lepton number

appears to be a conserved quantity, however lepton flavour number has been seen to

be violated in neutrino oscillations. Lepton non-conservation searches can be made in

particle collider experiments [200]. Mu2e sets out to investigate the non-conservation of
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lepton flavour in the neutino-less decay of µ− → e− + γ [201].

It is understood that the SM is not the final answer. Theories at higher energies may be

able to explain the origin and differences between charged leptons and quarks also. One

example of a Beyond Standard Model (BSM) theory, the lowest dimensional solution

addressing the SU(2) non-conservation issue in the left-handed Majorana mass term can

be written as [10]:

L5 =
1

2

g

M
(LT

Lτ2Φ)C
†(ΦT τ2LL) + h.c., (A.7)

where M is a constant representing the energy at which the new physics generates the

term, τ are the Pauli matrices and LL is the SM SU(2) lepton doublet and Φ is the Higgs

doublet. This mass term is classified as an effective theory as it has an energy dimension

of 5, where renormalisable SM terms have dimension up to 4.

As mentioned, the Dirac description requires a sterile right-handed neutrino field, a sin-

glet in all SM gauge transformations. The right-handed Majorana mass term therefore

does not violate any SM invariance laws, as seen next in the Dirac-Majorana combined

picture.

A.2.3 Dirac-Majorana Mixing

Instead of considering the Dirac and Majorana spinors separately, it is possible to con-

sider their relation in combination. A combined total mass term can be written as the sum

of the Dirac mass, coupling the left and right-handed fields, along with Majorana mass

terms for the left and right-handed fields separately:

LD+M
mass = LD

mass + LL
mass + LR

mass

= −mDνRνL − 1

2
mR(νR)cνR − 1

2
mL(νL)cνL + h.c.

= −1

2
N c

LMNL,

(A.8)

where in the final line, the left-handed neutrino fields were defined as:

NL =

 νL

(νR)
c

 =

 νL

CνRT

 (A.9)
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This leads to the definition of mass matrix M :

M =

mL mD

mD mR

 (A.10)

Due to M not being diagonal, chiral fields νL and νR do not have definite masses. It

is possible to diagonalise mass matrix M through a unitary transformation where chiral

left-handed massive neutrino fields nL are defined:

NL = UnL

nL =

ν1L
ν2L


UTMU =

m1 0

0 m2


(A.11)

In doing so, the Dirac-Majorana mass term can be written concisely as:

LD+M =
1

2

∑
i=1,2

mi(νiL)cνiL + h.c. =
1

2

∑
i=1,2

miνiνiL (A.12)

where the massive neutrino field has been defined as:

νi = νiL + νciL = νiL + CνiLT (A.13)

The combined Dirac-Majorana mass has been written simply as Majorana mass term as-

suming a non-zero Majorana mass (where gauge invariance does not prevent a Majorana

mass term for νR). The result is that if neutrinos have non-zero Majorana mass, they are

Majorana particles, despite any Dirac mass terms. The left-handed fields are represented

by νL and (νR)
c for a neutrino generation in the flavour basis, where νL participates

in weak interactions and (νR)
c is sterile. Due to the mixing of these sterile and active

neutrinos, oscillations between these neutrinos is expected to be possible [10].
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A.2.3.1 The Seesaw Mechanism

As mentioned, the Dirac mass term is SU(2) invariant, while the Majorana mass term for

left-handed neutrinos is not allowed by the SM for this reason. The right-handed sterile

neutrino however is a singlet in the SM gauge theory SU(3)C×SU(2)L×U(1)Y.

One reason for the popularity of Majorana neutrinos in many BSM theories, is that

they can provide explanation for the tiny neutrino mass compared to the other massive

fermions. Assuming the case where the left-handed Majorana neutrino mass is zero, to

be consistent with the SM SU(2) invariance, the eigenvalues of M in eqn. A.10 are:

m1,2 =
mR

2
∓
√
m2

R

4
+m2

D (A.14)

For the case mR ≫ mD, one of the Majorana masses becomes very small m1 ≈ m2
D/mR

and the other Majorana mass approaches mR. The light Majorana mass eigenstate can

then be written, from eqn. A.11 as:

ν1L ≈ νL +
mD

mR

(νR)
c (A.15)

i.e. approximately equal to the SM neutrino. The assumed limits of mR and mD and

Majorana masses provides explanation to the observed neutrino mass. As mentioned

the neutrino mass is many orders of magnitude smaller in mass than its fellow massive

fermions, charged leptons and quarks. One can assume mD is of a similar order to these

particles, i.e. not larger than the electroweak scale of order of 100 GeV. The Dirac mass

terms describing their mass obeys the SM gauge symmetries. The Majorana mass mR

however, describes the mass of the sterile neutrino νR, a singlet to all of the SM sym-

metries. It is therefore plausible due to the lack of a requirement that it obey SM gauge

transformations, that mR is generated by physics at energies far beyond the SM. As-

suming, mR is at the scale of grand unifying theories 1015GeV (GUT-scale), yields a

Majorana neutrino mass m1 of a few keV, below the current upper limits of the neutrino

masses we observe [192].
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A.3 Neutrino-less Double Beta Decay

The current consensus most-viable method to measure if neutrinos are Majorana parti-

cles, is by the observation of the rare neutrino-less double beta decay (0νββ).

A.3.1 Double Beta Decay

The search for the possible rare 0νββ decay relies on the occurrence of the double beta

decay, also a rare event. β-decay is the reduction of a nucleus’ energy through the con-

version of a neutron to a proton, summarised as (Z,A) → (Z ± 1, A) + e∓ +
(−)

ν. For

a selection of nuclei, double beta decay (2νββ) may occur, simultaneously undergoing

two β decays i.e. (Z,A) → (Z ± 2, A) + 2e∓ + 2
(−)

ν. In these selected nuclei, the 2νββ

decay lowers the nucleus energy further compared to the single β decay, as demonstrated

in figure A.1. 130Te was chosen as the isotope to provide double beta decays in the SNO+

detector. Considered in the choice of 130Te, were properties such as the decay Q-value

(the background events present at this energy), the 2νββ lifetime (dictating the back-

ground rate) and cost.

Figure A.1: Expected nucleus energy for various possible single β and ββ transitions. Dotted
lines show nucleus energy for odd-odd and even-even numbered protons and neutrons. The points
show example nuclei, where the given even-even nucleus achieves energy reduction for the ββ
and not the β decay. Plot taken from [202].

The simplest BSM description of the possible 0νββ decay is shown in figure A.2. There

are many possible BSM mechanisms which can yield the 0νββ, but regardless of the

mechanism, the black box theorem states that an observation of 0νββ indicates that neu-

trinos are Majorana particles [203]. An observation of 0νββ, a lepton number violating
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process, would indicate new physics beyond the SM.

Figure A.2: 0νββ Feynman Diagram showing the exchange of a light Majorana neutrino.

The rate of 0νββ decays can be calculated for the particle physics process in figure

A.2, as well as from nuclear physics modelling. The half-life for 0νββ assuming light

Majorana neutrino exchange can be written as:

(τ 0νββ1/2 )−1 = g4AG0ν |M0ν |2
mββ

m2
e

, (A.16)

where M0ν is the nuclear matrix element, G0ν is a phase space factor and mββ is the

effective Majorana for electron neutrinos given as mββ =
∑3

i=0 Ueimi.

Figure A.3: The effective Majorana mass against the mass of the lightest neutrino, showing the
phase space for normal hierarchy (NH) and the inverted hierarchy (IH). The blue band shows
the best limits on mββ up to 2016, from the KamLAND-Zen experiment [204]. Plot taken from
[205].

Significant uncertainties in the predicted 0νββ rate arise from the difficult calculation
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of nuclear matrix element M0ν . There are a number of models that cover wide range of

value, leading to differences of a factor of 2 or more [206]. Uncertainties also arise from

assumed absolute magnitude of the neutrino masses (or the minimum neutrino mass),

along with Majorana phases ϕ1/2 [207]. The remaining uncertainty in the hierarchy of the

neutrino masses plays large a role in mββ . Figure A.3 summarises the significant impact

the neutrino mass orderings, where the IO hierarchy is favourable for the measurement

of an appreciable rate of 0νββ events.

Figure A.4 demonstrates the measurement of a 0νββ rate. The major background to

the signal 0νββ events is the dominant process of 2νββ. The signal rare process is

extracted by measuring the energy spectrum of the combined energy of the 2 electrons

in the double beta decay process. Should neutrinos be emitted in the decay, a continuous

range of combined electron energies will be measured as the undetected neutrinos carry

away portions of the energy. In the case however that no neutrinos are emitted, a narrow

peak of the combined electron energies centred around the isotope’s Q-value.

Figure A.4: Sketch of the two electron energy sum spectrum, normalised to the decaying isotope
Q-value. A 5% energy resolution was assumed. Plot taken from [208].
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B | Measurement of the SNO+ Ropes Background

in the Water Phase

This chapter outlines results of a background analysis carried out in the water phase,

measuring the radiation due to 208Tl and 214Bi decays occurring in the SNO+ ropes. The

novel method used took advantage of positional symmetries to isolate and measure the

background rate specifically originating from the ropes in the SNO+ detector.

Comprehensive measurements of the backgrounds present in the SNO+ detector were

carried out over 2017-18, which were used in a nucleon decay search and a measurement

of solar neutrinos [62][55]. Following another extended period of water data-taking, end-

ing eventually in 2019, the solar, nucleon decay and background measurement analyses

were repeated.

Section 4.1.1 introduced the importance of measuring and understanding the various

backgrounds which fall into the 0νββ region of interest centred around the Q-value

of 2.53MeV. Backgrounds were separated into two categories: internals and externals,

where external backgrounds originate from all detector components not including the

target medium within the AV. The water phase of the SNO+ experiment allowed for the

opportunity to measure the various external background rates. The measurements are

expected to carry over into the scintillator phases of the experiment, as the rates of most

external backgrounds are not expected to change upon the introduction of scintillator

within the AV.

One background of concern arise from externally sourced γs that can propagate and reach

within the 0νββ fiducial volume. For example in the β decay of 208Tl, a daughter of the
232Th decay chain, emits a 2.6MeV gamma in 100% of the decays. A β is also emitted

(with Q-value 4.99MeV), which for 208Tl external to the AV, does not propagate through

the acrylic. Only the 2.6MeV γ therefore, with its extended absorption length in water

and scintillator may reach the centre of the AV. Light and energy loss for γ arriving from

outside the AV pushes the reconstructed electron-equivalent energy down slightly to the

2.5MeV range, landing in the 0νββ ROI.
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B.1 Background Events Originating from the Ropes

The main contributing external sources of contamination are the AV itself, the ropes

surrounding the AV, the external water and the PMTs, all of which are contaminated with

the aforementioned 208Tl, along with 214Bi which can also contribute lower energy γs.

Due to the poor event reconstruction in the region near/beyond the AV, it is difficult to

separately measure in-situ each background source’s contribution of background events.

This chapter introduces a novel method which can measure the contribution of the SNO+

ropes, separately from the AV and external water, all of which are located in the same

region of the detector. Prior to this analysis, the AV and rope background contributions

were measured as a single overall background rate [62][55]. Their combination also

relied upon ex-situ measurements of detector components prior to their installation into

the detector. Introducing individual measurements of each external components allows

a better constraint on each of the external backgrounds sources in various water and

scintillator physics analyses.

Results will be shown for data taken over a long period background water with partic-

ularly low background levels. The dataset was made up of runs between and including

runs 200004 to 206391 (24th October 2018 to 25th May 2019), totalling 193.33±0.07

days of recorded physics data [209]. Overall internal and external backgrounds were

reduced greatly for this period due to the installation of the cover gas system [79].

The simulations used in this analysis were produced using RAT v6.17.6, produced under

the detector conditions for the runs taken in data. The data and MC simulated data was

processed with RAT v6.18.3.

Independent analyses over the same dataset, measuring the rate of internal and external

backgrounds were carried out by I. Lam and T. Zummo respectively. Care was taken

such that the fiducial volumes used in these analyses didn’t cross over with the region

used for the ropes analysis. The next section introduces the method used to isolate rope

background events from the AV, internal and external water.
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B.2 Method to Isolate Rope Events

(a) (b)

Figure B.1: Drawings of the SNO+ detector with ropes (a)View of the components of the SNO+
Detector relevant in this chapter (b) Closer look at the AV, Hold-down (black) and Hold-up (yel-
low) ropes. Colour variation across the AV in this diagram reflects strain on the material, the
reader should not take this colour variation to play any significant role in this analysis.

The main background source emanating from the hold-down (Hd) and hold-up (Hu) ropes

is due to the β decay of 208Tl. 208Tl can also found in internal water, AV and the external

water, however the ropes provide a particularly high rate, and are also in quite close

proximity to the expected fiducial volume within the AV. The belly plates can be found

at the equator of the AV, which are thicker regions of the AV, where the Hu ropes attach.

These are shown in yellow in figure B.1.

214Bi is another radioactive element found in the ropes and throughout the detector. It

may undergo β decay emitting low energy 1.7MeV γ’s (214Bi can also emit >2.2MeV

γ’s in ∼7% of decays), but due to their smaller contribution, cuts were chosen generally

to capture 208Tl events.

208Tl and 214Bi can be found throughout the detector. In these following sections, com-

parisons were made between data and backgrounds generated at their expected rates in

simulation. These expected background sources and rates assumed in simulations (prior

to the results of this analysis) are summarised in table B.1.
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Table B.1: Table summarising the expected decay rates (events per year) occurring in each back-
ground source [210]

Background Source 208Tl 214Bi
Hold-down ropes 1.84×106 3.22×106

Hold-up ropes 2.28×105 3.99×105

Internal water 1.46×105 1.24×107

AV 1.5×106 1.28×107

External water 1.96×106 4.62×107

B.2.1 Positional and Energy Cuts

Table B.2 summarises the analysis cuts applied to data used isolate rope events in the

detector, while the sketch in figure B.2 shows the positional cuts applied with respect to

the Hd ropes. Care was taken specifically with the radial cuts, as to not cross over with

analyses on the internal and external background rates [91].

Energy Cuts Excluding the energy and z-position cut, the thresholds shown in table

B.2 have been applied in all following plots of data and simulations shown in this chapter.

Figure B.11 shows the simulated reconstructed energy spectrum for 208Tl and 214Bi events

in the ropes. It can be seen that the chosen energy cuts capture the tail of the energy

distribution, predominantly due to γs from 208Tl. Lower energy cuts were excluded due

to the contamination and instrumental effects arising for low energy events, approaching

the detector trigger threshold in the water phase. For the repeated solar, nucleon decay

and background analyses carried out in the 2018-19 data, a blinding scheme was applied

to the dataset. A maximum energy cut of 5MeV was enforced on all water to minimise

the biasing of results.

Only events with u⃗.r⃗ > 0 were allowed in order to avoid background contamination

originating from the PMTs themselves. The events originating from the PMTs have

been studied separately to this analysis [55][91] and were found to produce events with

strongly inward pointing events, towards the centre of the AV (negative u⃗.r⃗).

The motivation for the u⃗.r⃗ cut used is displayed in figure B.3. The plots demonstrate u⃗.r⃗

distribution shapes (applying all cuts in table B.2 except for u⃗.r⃗ > 0) applied to water data

and simulations. The data was taken over 23 days of water data in October-November
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Figure B.2: Sketched side-on view of AV (black) and Hd ropes (blue). The black horizontal
dashed line indicates the z-level of AV’s equator. Horizontal and circular red dashed lines indicate
the z and r cuts respectively, taken from table B.2

Table B.2: Summary of analysis cuts and masks applied to data and simulation.

Parameter Min Max

r (m) 5.7 6.3
z (m) -1.5 3.5

Energy (MeV) 3.1 5
ITR 0.55 -
β14 -0.12 0.95
u⃗.r⃗ 0 -

waterFit True
FitValid True

Data cleaning mask
(runs 200220-200386) 0xDB0000007FFE

Data cleaning mask
(all other runs) 0xFB0000017FFE

2018 (runs 200004 to 207718) and MC simulated data of 208Tl events generated in the

ropes (where the rate is arbitrarily large). Immediately noticeable when comparing these

data, is the large number of inward facing, negative u⃗.r⃗ events in data, suggesting large

contamination by PMTs, backgrounds originating from the PSUP region.

As mentioned, the PMTs backgrounds have been studied extensively and are known to

produce events with events with negative u⃗.r⃗. Taking only positive u⃗.r⃗ events minimised

PMT contamination and doesn’t largely affect rope event signal efficiency (the majority

of which have positive u⃗.r⃗).
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(a) (b)

Figure B.3: u⃗.r⃗ distributions with all cuts applied except for u⃗.r⃗ > 0 for (a) data (b) simulated
data of 208Tl events generated in the Hd ropes.

Expected Rope Positions There are 20 Hold-down ropes around the AV, with each

adjacent rope expected to be separated by 18◦ in azimuthal angle ϕ (figure B.4). Hu ropes

can be found in between every second pair of Hd ropes. Although Hu ropes are made of

the same material as the Hd ropes, their expected rates are about an order of magnitude

lower than for the Hd ropes, due to the Hu ropes being thinner. The parent radionuclides

in the U and Th chains have sufficiently long half-lives, that the relative ages of the Hd

and Hu ropes (the Hd ropes being installed more recently) weren’t expected to factor into

their relative background rates.

Due to their close proximity, in this analysis the Hd and Hu ropes are generally treated

as one entity, where it was their combined contribution that was measured.

Figure B.4: Top-down view of AV with Hd ropes positions marked with X’s, adjacent ropes
are separated by 18◦ in angle ϕ. The labels shown in the diagram are of no significance to this
analysis.

Peaks in azimuthal angle ϕ due to ropes Figure B.5 demonstrates histograms of az-

imuthal angle ϕ from reconstructed position, simulating 208Tl and 214Bi events in only
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the ropes. Peaks can be found occurring at the expected positions of the ropes which are

marked in red, every 18◦.

While these peaks are visible in ϕ at the expected rope positions, when actual data is

considered these small peaks due to the ropes become heavily obscured by the other high

rate backgrounds in the shared region, originating from the AV, internal and external

water.

(a) (b)

Figure B.5: Histograms (blue) of ϕ using reconstructed events generated in simulation, applying
cuts in table B.2. Histograms were scaled to a livetime of 22 days at the expected rope rates in
table B.1. (a) Hd ropes only (b) Hu ropes only. Hu ropes are located between every second pair
of ropes (see figure B.1), so peaks due to Hu ropes can be found in between Hd rope expected
positions marked in red. No error bars shown here for clarity.

B.2.2 The Stacking Method

Figure B.6: A simplified, not-to-scale top-down view of a portion of the detector around the
equator of the AV. The Hd rope positions marked with X’s, while the belly plates represented by
white boxes on the surface of the AV (in reality their shape is more complex).

In order to isolate the peaks formed due to the ropes from the rest of the backgrounds,

the "stacking" method was introduced. Referring to figure B.4, ropes are expected to be

found every 18 degrees in ϕ (Hd rope at 9, 27, 45◦ etc.). In order to take advantage of the

rope’s unique symmetry, events found in 18◦ segments were summed together. Instead

of plotting in ϕ from -180 to 180◦, events were plotted in the range 0 to 18◦ (with a peak

189



APPENDIX B. MEASUREMENT OF THE SNO+ ROPES BACKGROUND IN THE
WATER PHASE B.2

expected the centre due to the rope at 9◦). Every event found in all other 18◦ segments,

was shifted to the 0 to 18◦ segment (figure B.6 can be used for reference).

A total summed peak was expected, centred around 9◦, made up of events originating

from all the ropes around the AV. The same simulations of the Hd and Hu ropes in figure

B.5 was used to produce the histograms in figure B.7, both plots utilising the stacking

method.

(a) (b)

Figure B.7: Total summed peaks in ϕ using MC simulated data, due to a) Hd ropes only b) Hu
ropes only. Hd ropes expected position are marked in red. Histograms were scaled to a livetime
of 22 days at the expected rope rates in table B.1.

Figure B.7(a) shows a single well-defined peak is formed, centred around 9◦ (marked

in red), as expected for the Hd ropes. The contributions due to each set of ropes at

their expected background rates combine together to form a slightly wider peak than that

formed due to the Hd ropes alone.

B.2.2.1 Approach to Non-rope Backgrounds

Of all the background sources in the region of the AV, it was expected that only the

ropes have a clear positional symmetry in azimuthal angle ϕ. Applying this stacking

method to isotropic sources or in regions away from the ropes was expected to yield

a flat distribution in ϕ. It was expected then that applying the stacking method on all

backgrounds in the region of the ropes, any peak seen in ϕ was expected to be made

up solely of events that originate from the ropes. Any events originating from non-rope

background sources were expected to be found below the baseline on which the peak sits.

The number of events making up the peak formed in stacked ϕ could then be compared in

data and simulated data, generated at the expected background rates. The peak integral

was calculated by removing all events below a baseline on which the peak sits (figure
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B.8). The baseline was found by calculating an average bin height of the expected mini-

mum bins, expected to be at 0◦ and 18◦. Two bins were chosen on either side to calculate

the baseline height, to allow for the statistical fluctuation of the underlying non-rope

background flat distribution in ϕ. The peak integral expression used was:

Apeak = X − n

2
(
M1 +M2

2
+
MN−1 +MN

2
), (B.1)

where N is the total number of bins across ϕ, n is the number of bins across which the

integral is calculated, Mi is the number of events in bin i ∈ N and X is the sum of total

events in n bins.

Figure B.8: Demonstration of the peak integral calculated using bins marked in green, with the
baseline marked with a dashed red line. The baseline was calculated from bins labelled Mi.

Considering a general linear function of bin contents Nn f(Nn), an approximation of the

standard deviation of f(Nn) is:

σf(Nn) =

√
(
∂f

∂N1

)2σ(N1)2 + (
∂f

∂N2

)2σ(N2)2 + ...+ (
∂f

∂Nn

)2σ(Nn)2. (B.2)

Inserting statistical uncertainty for each bin into the peak integral expression above, the

peak integral standard deviation is:

σA =

√
X − (

n

2
)
2

(
M1 +M2

22
+
MN−1 +MN

22
). (B.3)

Rope events contained in the peak Figure B.9 demonstrates the ability to isolate rope

events assuming nominal background rates. Plot B.9(a) shows a stacked peak in ϕ for
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simulated data of only Hd and Hu rope background decays, at expected rates over the

stated livetime (section B.1). Plot B.9(b) shows 208Tl and 214Bi events in the internal

water, AV and external water, generated alongside the Hd and Hu rope 208Tl and 214Bi

events, all reflecting their expected rates. The peak integrals calculated for figures B.9(a)

and B.9(b) were calculated as 13670±154 and 13888±348 respectively, showing agree-

ment within statistical uncertainty (equation B.3). It can be seen in the comparison that

the uncertainty of the peak shape increases as the number of non-rope events increases,

as expected.

Figure B.9(c) shows simulations of the stacking method applied to rope and non-rope

backgrounds, plotted together on the same plot. The baseline of each background source

was subtracted away for the demonstration of each background’s relative strength of sym-

metry in ϕ. Notable also from this plot are the small, yet distinct contributions in stacked

ϕ of 208Tl and 214Bi events originating from the external water. The low background

rates of the non-rope backgrounds allowed for minimal contamination of the rope sig-

nal. Despite this, their small impact to the rope peak was measured and accounted for in

simulation, as discussed in the following section.

Note on the External Water Symmetry A small symmetry in ϕ was observed for the

external water. It was found that this symmetry was no longer observed in simulation

when the reflectivity of the ropes was set to zero. Simulating the ropes with a highly

reflective surface caused an excess of external water events located near the region of the

ropes, to be reconstructed at the rope positions, due to these light reflections [91]. While

the rope reflectivity assumed in simulation had only been measured ex-situ prior to their

installation, the impact of the external water symmetry will be shown to be small (table

B.4).

B.2.3 Constraining the Non-rope Backgrounds

Measurements of the AV, internal and external water were carried out in order to con-

strain their contribution in the region of the ropes fiducial volume. Again, the constraints

applied in this ropes analysis were made using measurements from regions outside of the
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(a) (b)

(c)

Figure B.9: Simulated Data, stacking in ϕ of 208Tl and 214Bi events, applying a minimum energy
cut of 3.1MeV, generated in (a) Hd and Hu ropes (b) internal water, AV, external water and Hd
and Hu ropes. Error bars reflect statistical uncertainty. Plot (c) shows ropes and all the non-rope
backgrounds, each of their contributions shown separately (baseline subtracted away for each
source individually).

volumes used in the dedicated internal and external background analyses referenced pre-

viously in [55] and [62]. Impacts of the uncertainties in non-rope background rates were

found to minimally impact the rope peak shape and integral, shown later in the chapter.

Table B.3 summarises the constraint factors applied to the expected rates summarised pre-

viously in table B.1. Each of the non-rope backgrounds constraints were treated/calculated

as follows:

Internal water The data shown in this work was a period with very low background

rates. Simulations in figure B.9(c) showed that events originating in the internal water

contribute negligible symmetry to the stacked ϕ plots. Due to the lack of impact, the in-

ternal water was assumed at the expected rate in table B.1, measured from earlier periods

of data in the water phase.
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External water The external water background contamination was measured through

periodic sampling of the external water in ex-situ assays [79]. The contamination was

calculated from the background counts measured in the sample due to 222Rn contami-

nation in the sample. These measurements yielded larger uncertainties compared to the

aforementioned in-situ external water analyses, but served as a practical, independent as-

sessment and constraint for the ropes analysis. The assays yielded fraction-of-expectation

factors 5.6% and 55% for 208Tl and 214Bi respectively in the external water.

AV The AV shares the same region in space as the ropes and contains significant levels

of radioactivity (table B.1). In order to independently measure the AV background rates,

a fiducial volume away from the ropes was considered, replacing the z-position cuts in

table B.2 with −6 < z < −4m. In this region, only the internal, external water and the

AV were expected to contribute. The AV’s 208Tl and 214Bi contributions were calculated

through a simple event count in the described region at the bottom of the detector, where

the assumed internal and external water rates had the aforementioned constraints applied

to them. The event count yielded a factor 75% of expectation for the total 208Tl and 214Bi

due to the AV. It is known that the AV isn’t completely featureless at the bottom of the

detector (NCD anchors and the bubbler block are present for example), but these features

were not expected to significantly impact the evaluation of the AV constraint, which in

turn, only weakly impacts the rope rate evaluation.

Table B.3: Measured AV constraints, calculated using the independent constraints found in the
internals and externals analyses.

Fraction of nominal rate
Background 208Tl 214Bi

Internal water 1x 1x
AV 0.75x 0.75x

External water 0.056x 0.55x

B.2.4 Results

Figure B.13 shows plots of the stacking method applied to the data and simulated data,

applying a minimum energy threshold of 3.1MeV. Simulations assumed the rates shown
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(a) (b)

Figure B.10: Stacked ϕ events for data and simulation, applying Emin=3.1MeV, including the
backgrounds and rates shown in table B.1 and constraints applied from table B.3. (a) Data and
simulation with baselines subtracted, and (b) the simulated peak was placed at the data baseline,
then scaled to the data peak integral.

in table B.1 and constraints applied from table B.3. The peak baseline for data and

simulation were both calculated, where the simulated peak baseline was placed at the

data baseline position in plot B.10(b). The peak integrals in data and MC were then

calculated. It was found that the simulated peak integral was larger than that predicted in

simulation. Plot B.10(a) shows the data and MC at expected background rates, while plot

B.10(b) shows the simulated peak scaled to the data peak integral. It can be seen that the

shape of the peaks agree well in the normalised case.

The shape agreement betweem data and simulation put a greater degree of confidence in

that events in the peak were indeed made up of events originating from 208Tl and 214Bi

decays in the region of the ropes.

The plots also highlight the difference in the peak integral value in simulation and data.

At the Emin cut for the plots shown in both figures (Emin = 3.1MeV), the peak integral

from data was 0.27±0.02stat times that predicted in MC. This would suggest that the

actual rope background rate is approximately 4 times lower than expectation, which were

decided mainly by measurements carried out prior to the installation of the Hd ropes. The

next section discusses the calculation of the systematic uncertainty in the presented rope

contamination measurement.

B.2.5 Calculation of Systematic Uncertainties

The sources of systematic uncertainty considered were:
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• Energy scale and resolution uncertainties

• Positional reconstruction shift and resolution uncertainties

• β14 shift uncertainty

• Directional u⃗.r⃗ shift uncertainty

• Internal, external water and AV constraints

The impact of each of the above systematics was measured by shifting/smearing/scaling

(the precise methods used upcoming) each parameter in simulated data, then measuring

the resultant impact to the final relative rope peak integral compared to that seen in data.

Table B.4 summarises the systematic types and values used in the rope contamination

uncertainty calculation.

Energy Scale and Resolution Uncertainties in the energy scale were accounted for by

linearly scaling all the reconstructed event energies with the upper and lower limits of the

energy scale uncertainty. Following this, the rope contamination in data was recalculated.

To account for uncertainties in reconstructed energy resolution, events in simulated data

were smeared using normal distribution of zero mean and standard deviation σ = σE ∗√
(1 + δ)2 − 12, where σE =

√
E and δ is the largest of the upper and lower uncertainties

of the energy resolution. The uncertainty values used in this analysis were calculated

using the 16N calibration, deployed both internally and external to the AV.

Energy scaling had the largest impact to the ropes analysis, as the energy cuts in the

ropes analysis captured events in the tail of the 208Tl energy distribution. Its impact was

heightened due to the energy blinding cut applied at 5MeV. Calculation of uncertainties

in energy scale were carried out for both the internal water, away from the AV, as well

as the external water, up to r = 7.5m [211]. Since the ropes region defined in table

B.2, encompassed regions inside and out of the AV, conservatively, the energy scaling

systematic values for the external water were assumed for all events passing the rope

analysis cuts. The energy resolution uncertainty had far less impact on the measured

result. Its value was assumed from previous energy calibrations for the AV region, carried

out in water data prior to the data range shown in this work [91].
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Positional Shift and Resolution Uncertainties in position reconstruction were dealt

with in a similar fashion as energy. The ropes analysis was highly dependent on position

resolution, the next largest systematic, as fine resolution was required for the separation

events excesses surrounding rope positions. Events were smeared with a normal distribu-

tion of zero mean and standard deviation σ. For event position biases, simulated events

were each shifted by a shift uncertainty. The ropes analysis relied heavily on periodic

positioning of the ropes around the AV, so positional systematics were applied separately

on each x, y and z coordinate. The uncertainties in position were again adapted from

previously made calculations for the external water background analysis, as presented in

Ref. [62] and [55]. The uncertainties calculated for the external water region was applied

to all events in the ropes analysis.

Directional Uncertainties Uncertainties in the directionality of water events were also

accounted for. This were implements in simple shifts of parameters β14 and u⃗.r⃗. Again,

these uncertainty shifts were adopted assuming the same values calculated for the exter-

nal water background analysis, measuring water data recorded in 2017 and 2018.

Constraint Uncertainties The constraints determined in section B.2.3 were determined

with large uncertainties associated with them. Regardless, the nature of the stacking

method for rope event isolation was expected to be minimally impacted by these uncer-

tainties. The determined rope result was recalculated, applying an uncertainty of ±100%

(i.e. zero or two times the constraints in table B.3) for the AV, internal and external water,

without much impact seen.

Table B.4 summarises the change to the measured data/simulation fraction of expectation

rope rate for each of the systematic uncertainties considered. Apparent are the dominat-

ing impacts that energy scaling and positional resolution have of the measured rope rate.

Assuming independence between the considered reconstructed parameters, uncertain-

ties were summed in quadrature for a total uncertainty in the measured rope rate. The

data/simulation fraction of expectation for Emin=3.1MeV was 0.27±0.02stat±0.13sys.
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Table B.4: Summary of the systematics and the fractional change to the determined
data/simulation measured rope rate. Applying Emin=3.1MeV.

Systematic Value Change (%)
Energy Scaling +9.4/-9.4% -25.4/+30.2

Energy Smearing 0.145% +0.3
x-pos smear 19.4cm +12.9
y-pos smear 19.4cm +12.9
z-pos smear 19.4cm +12.8
x-pos shift +12.1/-6cm +3.2/-0.8
y-pos shift +12.1/-6cm +3.1/-1.0
z-pos shift +12.1/-6cm +1.1/-1.2
β14 shift +0.0042/-0.035 +0.3/0.1
u⃗.r⃗ shift +0.08/-0.13 +1.8/-5.4

AV constraint +100%/-100% +1.4/-1.5
Internal water constraint +100%/-100% -0.01/+0.01
External water constraint +100%/-100% -3.5/+3.4

B.2.5.1 Further checks of stacking method in data

Energy Analysis Beyond the shape agreement in stacked ϕ peak found in data and

simulation, it was also possible through an energy analysis to test that the peak integral

in data was truly capturing rope events. If the method was effective, regardless of the

decay rate, the energy distribution of the events found in the stacked ϕ peak of data taken

should have reflected the same shape as the energy spectrum of 208Tl and 214Bi rope

events generated in MC simulated data, shown in figure B.11.

It was not possible however to isolate rope events and plot their energy distribution, as

they were measured as a surplus of events in ϕ on top of a flat background distribution. An

alternate approach was required. The stacking method assumed that the events contained

within the peak in stacked ϕ are indeed 208Tl and 214Bi events rope events. Assuming this,

the stacked ϕ peak integral should decrease in magnitude vs Emin in the same manner that
208Tl and 214Bi rope events decrease in number vs Emin in simulation. It was expected

then that the data/simulation stacked ϕ peak integral ratio would remain constant vs the

minimum energy cut.

This assumption however relies on small systematic uncertainties in energy scaling be-

tween data and simulation, which is not necessarily the case (table B.4). Regardless, the
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peak integral ratio as a function of Emin is shown in figure B.12. It can be seen that a flat

distribution of the data/simulation ratio vs Emin is consistent within the combined statis-

tical and systematic uncertainties, in the given energy range. A small trend can be seen

within uncertainty of a larger overestimation of the rope rate in simulation can be seen at

higher energies, this could be due to energy scaling uncertainties, or event contamination

at lower energies. Allowing low energy events yields contamination from low energy

radiation due to other nuclei in U and Th chains, along with non-physical instrumental

events. Considering lower Emin values, the ratio was found to increase. For example, ap-

plying a lower Emin value of 2.5MeV yielded a data/simulation peak ratio of 0.32±0.02stat

was measured, suggesting an influx of radiation from the ropes due to contaminants other

than 208Tl and 214Bi, not considered in simulation. It was found that for higher values of

Emin, statistics for rope events became too limited. Figure B.13(g) shows the normalised

stacked ϕ plots in data and simulation (normalised to the data rate), it can be seen that

clear peaks with good agreement in shape can be seen for all the considered Emin.

Figure B.11: Energy spectrum of 208Tl and 214Bi event generated in the Hd and Hu ropes, gener-
ated in simulation (normalised to their respective expected rates, table B.1).

Figure B.12: Data/simulation peak integral ratio vs Emin. The distribution appears consistent with
the expected flat distribution within uncertainty. The expected rope contamination was ∼3-4×
higher than what is measured in data for all the Emin shown.
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(a) (b) (c)

(d) (e) (f)

(g)

Figure B.13: Stacked ϕ events for data and simulation, where the simulated peak was placed at
the data baseline, then scaled to the data peak integral. Emin for the plots are in order, sharing the
same Emin as those in figure B.12

Regions Away from the Ropes To test the method further, the same treatment of data

was applied in regions of the detector away from where rope events contribute. The same

region used to constrain the AV contribution, −6 < z < −4m, was used for this test.

This region regards the bottom of the detector, void of the ropes and belly plates. One

would therefore expect no prominent peak to be formed in stacked ϕ here.

Figure B.14 shows stacked azimuthal angle plots calculated from data taken at the bottom

of the detector. It can be seen that the stacking method applied in this region, does not

yield a clear and distinct peak in ϕ.

Dividing the Detector into Segments There was the possibility that a peak stacked

ϕ was instead made up some particularly high background rate localised region in the

detector, producing an apparent rope signal in ϕ. This peak when viewed as a total

stacked ϕ plot, summing all events around the whole detector, could easily be mistaken
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Figure B.14: Stacking in ϕ for data, around the bottom hemisphere region of the detector applying
positional cuts −6 < z < −4m.

as being rope events.

Another method used was splitting up stacked ϕ plots into segments in quadrants of ϕ.

The expectation was that if the peak in stacked ϕ is made up of rope background events,

one would therefore expect approximately equal contributions from each of the ropes

around the detector.

Figure B.15: Stacking in ϕ again defined by cuts in table B.2, Emin = 3.1MeV, where events are
limited to 90◦ segments around the detector. The baseline was calculated and subtracted for each
quadrant peak.

Figure B.15 shows stacked ϕ plots, where stacking was limited to events within 90◦

quadrants. It can be seen that each ϕ quadrant shows peaks of roughly equal sizes. This

demonstrates that the events contained in the total stacked ϕ peak, originate from posi-

tions isotropic around the detector, consistent for rope events.
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B.2.6 Conclusion

The stacking method and its effectiveness in isolating radiation from the ropes in SNO+

has now been demonstrated. The method allowed for an independent measurement of

the ropes, without requiring input from the separate water analyses for the internal and

external water. This allowed the measured rope rate to be used as a constraint on the

ropes in those separate analyses, leading to an eventual comprehensive measure of the

background rates from all the contributing components in SNO+ over the water phase.

The in-situ measurement also revealed that there was an overestimation using the previ-

ously assumed rope rates, determined in ex-situ measurements prior to their installation in

SNO+. The stacking method measured a rope rate was found to be 0.27±0.02stat±0.13sys

times the rate previously assumed in table B.1. The updated measured rope rate will be

used as constraints in updated the solar and nucleon decay analyses, which will regard

the same water data as has been shown here. This measured rope rate will also be used

as input rates for future physics analyses occurring in the pure and Te-loaded scintillator

phases. This rope rate method has since been repeated in the partial scintillator phase,

where due to the improved light yield, the low energy contributions from 40K in the ropes

have become measurable. The 40K rate has been measured similarly as ∼20% of the

expected rate, derived from the same ex-situ measurements on the ropes prior to their

installation [212].
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Table C.1: Summary of the thermal powers and distances for each of the nuclear reactors within
a 1000km radius from SNO+. Information were taken from the publicised nuclear reactor infor-
mation tables [127].

Reactor Name Type No. Cores
Avg. Core

Thermal Power
(MW)

Distance (km)

Bruce PHWR 8 2232 240.8
Pickering PHWR 6 1522 340.43

Darlington PHWR 4 1810 349.17
Ginna PWR 1 1806 469.5

Nine Mile Point BWR 2 2747 500.03
Fitzpatrick BWR 1 2620 500.6

Perry BWR 1 3171 519.24
Fermi BWR 1 3530 527.36

Point Beach PWR 2 1744 552.26
Davis Besse PWR 1 2819 562.53

Palisades PWR 1 2499 615.01
Beavervalley PWR 2 2824 652.71

Cook PWR 2 2842 657.77
Prairie Island PWR 2 1682 682.8
Susquehanna BWR 2 3763 722.69

Three Mile Island PWR 1 1935 789.61
Dresden BWR 2 2874 799.9
Byron PWR 2 3637 807.78

Braidwood PWR 2 3582 809.06
Indian Point PWR 2 3025 819.86

Limerick BWR 2 3429 829.28
Lasalle BWR 2 3451 834.26

Peachbottom BWR 2 3826 846.11
Quadcities BWR 2 2869 898.24
Hopecreek BWR 1 3281 904

Salem PWR 2 3055 904.45
Seabrook PWR 1 3647 910.05
Millstone PWR 2 2926 923.41
Clinton BWR 1 3134 932.84

Duane Arnold BWR 1 1902 971.72
Calvert Cliffs PWR 2 2704 973.8

Northanna PWR 2 2718 974.73
Pilgrim BWR 1 487 984.74

Monticello BWR 1 1809 987.48
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This appendix describes the IBD cross section used in the calculation of the expected

reactor and geoneutrino signal at SNO+, referenced in chapter 5.

Figure 5.3 shows the tree-level Feynman diagram of the IBD interaction. The IBD matrix

element for reactor antineutrinos (<10MeV) can be calculated within the Fermi theory:

M =
GF cos θC√

2
[v̄ν̄eγµ(1− γ5)ve][ūn(V

µ + Aµ)up], (D.1)

where GF is the Fermi coupling constant, θC is the Cabibbo angle. v̄ν̄e , ve, ūn and up

are the Dirac spinors for the electron antineutrino, positron, neutron and proton respec-

tively. The first square brackets represents the leptonic current and the second is the

hadronic current, where V µ and Aµ are the vector and axial-vector components parts of

the hadronic weak interaction in the SM.

The IBD cross section used in the antineutrino analysis was calculated using Ref. [131]

which treated nucleons as having infinite mass in the reactor energy regime:

M =
GF cos θC√

2
[v̄ν̄eγµ(1− γ5)ve][ūn(γ

µf − γµγ5g − if2
2M

σµνqν)up]. (D.2)

The hadronic components were parameterised in terms of vector and axial vector cou-

pling constants f = 1 and g = 1.26 respectively. f2 represents the anomalous nucleon

isovector magnetic moment, taken to be 3.706. In this energy regime also, the coupling

constants were assumed not to vary with momentum transfer q2.

Defining the Mandelstam variables as:

s = (pν̄ + pp)
2 =M2

p + 2MpEν̄

t = (pν̄ − pe)
2 =M2

n −M2
p −Mp(Eν̄ − Ee)

u = (pν̄ − pn)
2 =M2

p +m2
e − 2MpEe.

(D.3)

The momentum transfer q2 can be written in terms of the positron and antineutrino en-

ergies, where θ is the angle between the incoming antineutrino and outgoing positron in
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the lab frame:

q2 = t = m2
e − 2Eν̄Ee(1− ve cos θ). (D.4)

The differential cross section in momentum transfer, accounting for an inner nucleon

radiative correction ∆R
inner (taken to be = 0.024), can be written as:

dσ

dq2
=

|M|2

π(2MpEν̄)
(1 + ∆R

inner). (D.5)

The differential cross section in cos θ can be calculated with the Jacobian dq2/dcosθ =

2Eν̄pe, using ve = pe/Ee. Expanding |M|2 and applying the infinite nucleon mass

assumption yields:

dσ

d cos θ
= σ0[(f

2 + 3g2) + (f 2 − g2)ve cos θ]Ee pe, (D.6)

where σ0 = G2
F cos θC

2(1 + ∆R
inner)/π. Integrating over cos θ yields the total cross

section:

σtot = σ0(f
2 + 3g2)Ee pe = 0.0952

(
Ee pe

1MeV2

)
× 10−42 cm2. (D.7)

This can be related to the β-decay cross section and be rewritten in terms of the neutron

lifetime τn, including a phase space factor fR
p.s. = 1.7152 which includes corrections for

Coulomb, weak magnetism, recoil, and outer radiative interactions, but does not include

the inner radiative corrections [131]. The cross section below and in eqn. D.6 are used in

simulations for the antineutrino analysis presented in this work

σtot =
2π2

m5
ef

R
p.s.τn

Ee pe. (D.8)
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