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Abstract

The SNO+ experiment is a large liquid scintillator detector deep underground,
with the main goal of measuring the speculative neutrino-less double-beta decay.
It is the successor to the original Sudbury Neutrino Observatory (SNO), and, just
like its predecessor, is also used to study long baseline neutrino oscillation. How-
ever, unlike SNO, it can do so by measuring inverse beta decays (IBD) induced by
electron antineutrinos from nearby nuclear reactors. Detection of these has already
been demonstrated when SNO+ was filled with ultra-pure water, and when half
of this was replaced with liquid scintillator. The analysis presented here uses the
currently largest available dataset from SNO+, harnessing 134.5 days of livetime
from a detector fully loaded with liquid scintillator. A detailed review of the pre-
dictions of the IBD flux and its backgrounds is performed, teasing out any sources
of uncertainty and constraining them where possible. The signal is then purified
from these backgrounds with various cuts and coincidence tagging, followed by a
new pulse shape discrimination classifier based on the Fisher discriminant. In sim-
ulations, this classifier achieves a selection efficiency of the primary background –
(α, n) induced proton recoils – of 11.2%, while only sacrificing 3.9% of the total
reactor IBD signal. The coincidence tagging produces 57 candidate events from the
134.5 days of data, of which 13 are removed by the classifier in a way consistent
with predictions. An oscillation analysis is performed on both these datasets, using
an efficient fitting framework allowing both shape and normalisation systematics
to be floated alongside the oscillation parameters. This oscillation is realised via a
novel algorithm which accounts for the full effect of three-flavour neutrino oscilla-
tion while propagating through matter of a constant density. The total expected
flux is corrected by 0.6% compared to the vacuum case, while achieving competi-
tive computational efficiency. A measurement of ∆m2

21 =
(
8.06+0.50

−0.44

)
× 10−5eV2 is

reported, making SNO+ hold the world’s second most precise measurement behind
KamLAND. Meanwhile, the measurement of sin2θ12 = 0.43+0.19

−0.33 is found to be in
agreement with previous results. The geo-neutrino flux at SNO+ was simultane-
ously fit to 70+44

−40 TNU, making it tentatively the third location such a measurement
has been performed worldwide. The (α, n)-IBD classifier is found to not improve the
oscillation analysis at this stage due to the limited sample size. However, a sensi-
tivity analysis demonstrates that it is expected to play a critical role in producing a
world leading measurement of ∆m2

21 in the coming one to two years, while enabling
far more accurate measurements of the geo-neutrino flux as data accumulates.
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“It’s a dangerous business, Frodo, going out your door. You step onto the road,
and if you don’t keep your feet, there’s no knowing where you might be swept off

to.”
Bilbo Baggins – The Lord of the Rings, J.R.R. Tolkien

To my cat.
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Chapter 1

Introduction

“It’s the job that’s never started as takes longest to finish.”
Samwise Gamgee – The Lord of the Rings, J.R.R. Tolkien

The neutrino was first proposed by Wolfgang Pauli in 1930 as a massless, parity-
conserving, weakly interacting fermion, to maintain energy conservation in the face
of the continuous β-decay energy spectrum measured earlier that century. Originally
called “neutron” before the neutron’s discovery, Pauli stated “I have done a terrible
thing, I have postulated a particle which cannot be detected”: the neutrino [4]. In
the decades since, however, the re-branded neutrino was measured by F. Reines
and C. L. Cowan [5] from a nuclear reactor, and later found to be parity-violating,
massive, and to exist in (at least) three flavours which oscillate between one-another
as they propagate. A whole field of particle physics has developed around these
“barely existing” particles, skirting the boundaries of the Standard Model. Since
then, such neutrino oscillation has been proven, and most of the involved parameters
determined to varying levels of accuracy [6], as the age of high precision neutrino
physics is dawning.

However, questions remain to be answered and measurements to be improved,
such as the extent of neutrinos’ charge-parity (CP) violation or their mass ordering.
One such puzzle is the neutrino masses being several orders of magnitude smaller
than any other known massive particle. As the only electrically neutral fermion in
the Standard Model, Ettore Majorana proposed a novel mechanism for the neutrino
to gain mass, which would make them Majorana fermions – unlike all the others
being Dirac fermions. If this were true, the small mass could be explained by a so-
called “see-saw” mechanism, which would imply physics beyond the Standard Model,
and produce lepton number violating processes with far-reaching consequences [4].

The SNO+ detector was thus designed to prove the neutrino’s Majorana nature
by measuring a process called neutrinoless double-beta decay (0νββ), or at the least
set limits on this decay’s half-life. SNO+ is the inheritor of the Sudbury Neutrino
Observatory (SNO), seated 2 km underground in an active mine in the Canadian
Shield. It is a large liquid scintillator detector achieving the incredibly low conso-
mogenic and radioactive background levels needed for such a sensitive measurement
[7]. It also happens to be ideally situated relative to the nuclear reactors in Ontario
to measure their electron antineutrinos undergo neutrino oscillation. SNO+ was
already the first to measure reactor antineutrinos in water [8], before being filled
with liquid scintillator. A preliminary measurement of neutrino oscillation was then
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CHAPTER 1. INTRODUCTION

carried out in the so-called “partial-fill” phase [9] (in the process of publication),
where the detector was filled with half ultra-pure water and half liquid scintillator.
An improved measurement in the “full-fill” scintillator phase is now also approaching
publication, where all the water has been replaced with liquid scintillator. It is this
measurement with which the present analysis concerns itself. Indeed the result is
largely based on work presented herein. As such, while the text is kept as general as
possible to serve as a useful resource for all future reactor antineutrino – and related
– analyses at SNO+, it focuses, where necessary, on the particular full-fill dataset
to be published: 134.5 days of live-time from 30/04/2022 to 05/03/2023.

The presented work is separated into different chapters, flowing with a progress-
ing logic, where possible. First, a brief but fundamental overview of the theory of
neutrino physics in the Standard Model is laid out, focusing on how the Majorana
neutrino arises, and how it leads to 0νββ. The emergence of neutrino oscillation
from the Standard Model – whether Majorana or Dirac – is also described, though
stopping short of any phenomenology which is saved for a later chapter. The SNO+
detector is then presented, with its overall design, novel Tellurium loading technique,
its data acquisition and simulation, and calibrations. While these are all primarily
motivated by a 0νββ measurement, they also enable reactor antineutrino detection,
needed for the analysis presented herein. With the context laid, the author’s work
starts to be presented with the calculation of the expected reactor antineutrino
flux, and a detailed uncertainty analysis. A chapter is then dedicated to neutrino
oscillation modifying this flux. It focuses on neutrino phenomenology, describing
the historical and current best measurements of various oscillation parameters, and
the sensitivity of SNO+ to the so-called long-baseline ones. It also covers a novel
algorithm by the author, to compute neutrino oscillation in constant matter den-
sity, achieving high computation speeds without sacrificing accuracy [10]. Next, the
expected backgrounds to this reactor antineutrino signal are reviewed, with their
rates, spectra and uncertainties computed for the relevant dataset. The cuts and
tagging employed to reduce these to manageable levels are also described. A sepa-
rate chapter is dedicated to a new classifier, achieving a high degree of purification
from the most troublesome remaining background: 13C(α, n)16O events, expected to
appear in a technical paper in the near future and to be an important part of future
analyses. Finally, the oscillation analysis itself is presented, reviewing all the models
in play, a new fitting framework developed for the task, and finally the results of
the analysis.
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Chapter 2

Neutrino Theory

“The wide world is all about you: you can fence yourselves in, but you cannot
forever fence it out.”

Gildor – The Lord of the Rings, J.R.R. Tolkien

2.1 Introduction
An overview of the theory of neutrino physics is presented here, using the stan-
dard model (SM) of particle physics as a starting point. Beyond the SM features
are then explored, showing how they lead to neutrino masses and oscillation, and
potentially neutrinoless double-beta decay. Implications of these are only briefly dis-
cussed throughout. In this way, the theoretical motivation for the SNO+ experiment
is touched upon, while laying the groundwork for neutrino oscillation phenomenology
and neutrino-matter interactions, all three being covered in subsequent chapters.

2.2 Neutrinos in the Standard Model
In the SM, after the electroweak symmetry breaking, the three generations of neu-
trinos (νe, νµ, ντ ) are massless left-handed (LH) chiral spinor fields (ψL), only inter-
acting via the weak force

L = i
∑

α=e,µ,τ

(
ν̄αL��∂ναL + gZ ν̄αL��ZναL +

gW√
2
l̄αL��W

−ναL +
gW√
2
ν̄αL��W

+lαL

)
, (2.1)

where le = e−, lµ = µ−, lτ = τ− are the associated charged leptons. The equations of
motion of all three are thus described by three independent massless Dirac equations

��∂ναL = 0, α ∈ {e, µ, τ}, (2.2)

to zeroth order in the small coupling constants gZ and gW . Perturbatively adding
in the higher order interactions from the Z and W± bosons leads to neutral-current
(NC) and charged-current (CC) interactions respectively. However, these interac-
tions are only ever among either same-flavour neutrinos, or same-flavour neutrinos
and charged leptons. The equations of motion for the three flavours are clearly
decoupled in this case.
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2.3 Beyond the Standard Model
However, the phenomenon of neutrino oscillation was demonstrated by baseline-
dependent disappearance of atmospheric muon neutrinos with the Super-Kamiokande
experiment [11, 12], and by the flavour transition of solar neutrinos observed by the
SNO collaboration. This suggested two things: neutrinos must have mass in or-
der to evolve, and there must be neutrino flavour mixing. More on the history of
these measurements is presented in chapter 5. Meanwhile, these two changes can be
realised in either one of two straightforward additions to the SM.

2.3.1 Dirac Fermions

The first method is adding a right-handed (RH) neutrino field for each flavour and
constructing a Yukawa term, which reduces to a Dirac mass term after the elec-
troweak symmetry breaking. This leads to flavour mixing in exactly the same way
as for quarks and the Cabbibo-Kobayashi-Maskawa (CKM) matrix, since diagonal-
ising the mass terms leaves all other terms invariant, except for the weak CC terms

LD =
∑

f=1,2,3

(
ν̄f i��∂νf +mDν̄fνf +

gZ
2
ν̄f i��Z

(
1− γ5

)
νf

)
+ i

gW

2
√
2

∑
α=e,µ,τ

(
l̄α��W

− (1− γ5
)
να + ν̄α��W

+
(
1− γ5

)
lα
)
,

να =
∑

f=1,2,3

U∗
αfνf ,

(2.3)

so that Greek indices represent the flavour eigenstates (defined according to the
associated charged leptons), and Latin indices represent the mass eigenstates. mD

is the Dirac mass, U is the (unitary) Pontecorvo-Maki-Nakagawa-Sakata (PMNS)
mixing matrix, and ν = νL+νR and PLψ = 1

2
(1− γ5)ψ = ψL allows one to introduce

the so-called V-A structure above. V-A structure will be further explained in chapter
4. Focusing on the PMNS matrix, an N × N unitary matrix can be parametrised
as [4]

U = D (w − ϕ)

[∏
a<b

W ab (θab, ηab + ϕa − ϕb)

]
D (ϕ) ,

W ab (θab, ηab) = 1 + (cosθab − 1)
(
Aaa + Abb

)
+ sinθab

(
eiηabAab − e−iηabAba

)
,

[Aab]rs = δarδbs,

D (ϕ) = diag
(
eiϕ1 , eiϕ2 , ..., eiϕN

)
,

(2.4)

where θab, ηab, wi and ϕi are the N2 free real parameters. ϕa and ϕb can be
chosen so as to cancel out with N − 1 of the 1

2
N (N − 1) ηab factors, leaving

1+ 1
2
(N − 3) independent. Next, noting that ν̄i��∂ν = ν̄Li��∂νL+ ν̄Ri��∂νR and mDν̄ν =

mD (ν̄LνR + ν̄RνL), the neutrino and charged lepton fields can be redefined so as to
absorb the diagonal phase matrices D (ϕ) νL → νL, D (ϕ) νR → νR (and likewise for
charged leptons and D† (w − ϕ)), without changing the Lagrangian. Therefore, the
PMNS matrix, for Dirac neutrinos, can be parametrised according to W ab (θab, ηab)
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only, which for a 3× 3 matrix can be written as

UD =

1 0 0
0 c23 s23
0 −s23 c23

 c13 0 s13e
−iδ13

0 1 0
−s13eiδ13 0 c13

 c12 s12 0
−s12 c12 0
0 0 1

 , (2.5)

depending only on three mixing angles cij = cosθij, sij = sinθij and one complex
(CP-violating) phase δ13. The redefinition of the fields above effectively eliminated
five complex phases (all three wi’s, and two of the three ηab’s), leaving one inde-
pendent complex phase. Note that the choice of parametrisation is rather arbitrary
(particularly which complex phase to keep), but the one above is the most widely
used, resembling a rotation matrix. Nevertheless, combining these together, this is

UD =

 c12c13 s12c13 s13e
−iδ13

−s12c23 − c12s23s13e
iδ13 c12c23 − s12s23s13e

iδ13 s23c13
s12s23 − c12c23s13e

iδ13 −c12s23 − s12c23s13e
iδ13 c23c13

 , (2.6)

clearly leading to a mismatch of flavour and mass states.
This “classic” addition to the standard model is thus the most straightforward.

However, it does not explain why the neutrino masses turn out to be so much smaller
than any other mass, and it requires adding three extra particles that can otherwise
not interact or be measured in any way: right-handed neutrinos.

2.3.2 Majorana Fermions

The second straightforward way of giving the neutrinos mass and flavour mixing
was first proposed by Majorana in 1937 [4, 13]. One would think that both LH and
RH components are needed to produce a mass term, just like all the other fermions
of the SM. However, this turns out to be false for an electrically neutral fermion.
To see this, first one defines a spinor ψC as the charge-conjugate of ψ

ψ(x)
C−→ ψC(x) = ξCCψ

T
(x),

ψ(x)
C−→ ψC(x) = −ξ∗CψT (x)C†,

(2.7)

with C the charge conjugation operator, obeying

C†C = CC† = 1, CT = −C, C (γµ)T C† = −γµ,

C
(
PL/R

)T C† = PL/R, |ξC |2 = 1.
(2.8)

ξC is the charge conjugation phase associated to each field, and is often ignored.
Recall that the spinors can be written in terms of their Fourier decomposition in
the framework of Quantum Field Theory (QFT) as

ψ̂(x) =

∫
d3p⃗

(2π)32E

∑
s=1,2

(
âs(p⃗)u(s)(p)e

−ip·x + b̂†s(p⃗)v(s)(p)e
ip·x
)
, (2.9)

where u(s)(p) and v(s)(p) are spinor fields associated with spin s. âs(p⃗) and b̂†s(p⃗) are
the associated particle annihilation and anti-particle creation operators respectively,
since

|(p1, s1), ..., (pn, sn); (q1, r1), ..., (qm, rm)⟩ = â†s1(p⃗1)...â
†
sn(p⃗n)b̂

†
r1
(q⃗1)...b̂

†
rm(q⃗m)|0⟩,

(2.10)
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for an n-particle,m-anti-particle state (remembering these operators all anti-commute
with each other), and |0⟩ is the vacuum state. Notice that performing the charge
conjugation (2.7) effectively flips â ↔ b̂, switching particles with antiparticles and
vice-versa. Therefore ψC is the antiparticle of ψ. Now, setting the Majorana condi-
tion

ψC = ψ, (2.11)

one can construct the exact same Lagrangian as for the Dirac neutrinos (2.3), with
the constraint νR = νCL . This reduces the four independent components of ν to two
independent components, like for a Weyl spinor, and the two coupled Dirac equations
to one i��∂νL = mMν

C
L . The same diagonalisation can thus be performed, leading to

flavour mixing for the weak CC sector, given by the PMNS matrix. However, it
turns out this matrix cannot be parametrised in exactly the same way. Recall
the diagonal phase matrices in (2.4) were eliminated by redefining D (ϕ) νL → νL,
D (ϕ) νR → νR, and similarly for the charged leptons. For Majorana neutrinos this
is not possible since the first condition implies D (ϕ)† νCL → νCL , which clearly does
not leave the Majorana mass term invariant

mM

2
ν =

mM

2

(
νLν

C
L + νCL νL

)
. (2.12)

The extra factor of 1
2

is due to the two fields not being independent anymore, so
that the equations of motion are the same. Also note that νCL is RH and transforms
like νR under Lorentz transformations, so that the Lagrangian is a Lorentz scalar, as
required. Back to the parametrisation, the inability to rephase the fields correctly
means that only the wi’s can be absorbed (by the charged leptons, as before). There-
fore, there are two extra complex phases (λ1, λ2) in the Majorana parametrisation
of the PMNS matrix compared to the Dirac case, which one can choose as

UM = UDDM , DM =

1 0 0
0 eiλ1 0
0 0 eiλ2

 . (2.13)

It will turn out that this difference has no impact on neutrino oscillations, which are
covered in the next section. First however, note the mass term above (2.12) must
be the post symmetry-breaking form of a term invariant under the SM’s SU(3) ×
SU(2)×U(1)Y symmetries, just like the Yukawa terms are for the Dirac mass term.
It turns out that the Majorana constraint again means that the weak hypercharges
of every field are already set to satisfy other conditions, so no combination of fields
with energy dimension of 4 ([E]4) or less can produce such a term (recalling that
spinors ∼ [E]3/2 and scalars ∼ [E]). Any terms that do not satisfy this end up
being non-renormalisable [4, 14]. Therefore, the presence of a Majorana mass term
is a clear indication of physics beyond the SM. Just like Fermi theory was a (non-
renormalisable) low-energy limit to the weak force, this could be a low-energy limit
to a larger theory. For example, the lowest dimension ([E]5) term one can construct,
that satisfies the SM symmetries, is (with only one flavour for simplicity)

L5 =
g

M
LT
Lσ2ϕC†ϕTσ2LL + h.c., (2.14)

where h.c. means the Hermitian Conjugate of the previous term, σ2 is the second
Pauli matrix, LL = (νL, lL) and ϕ = 1√

2
(φ, v +H)T is the scalar field that “contains”
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the Higgs field H. M must have dimensions of energy so that L ∼ [E]4, and just
as for Fermi theory (GF =

√
2 (gW/2MW )2), it may be of the energy scale of the

unification into the higher theory, which could explain the smallness of the neutrino
mass mM = gv2

M . This is a type of see-saw mechanism, one of a plethora of schemes
to explain the small mass [15].

2.4 Neutrino Oscillations
Whether the neutrino masses and mixing are generated by the Dirac or Majorana
frameworks, they lead to the effect known as neutrino oscillation, in the following
way. Neutrinos are produced in CC interactions in pure flavour states |να⟩, α ∈
{e, µ, τ}, which as was established above, are composed of a superposition of the
mass states |νk⟩, k ∈ {1, 2, 3}

|να⟩ =
∑
k

U∗
αk|νk⟩. (2.15)

This is assuming the mass differences between the mass states are negligible, so
that the kinematics does not constrain some states over others. The normalisation
conditions are also chosen as ⟨νk|νj⟩ = δkj, which leads to ⟨να|νβ⟩ = δαβ, from the
unitarity of U . In a vacuum, it is the mass states that are eigenstates of the free
Hamiltonian (Ĥ0), and so whose evolution can be computed

∂µ|νk(x)⟩ = P̂ µ
0 |νk(x)⟩ = −ipµk |νk(x)⟩, (2.16)

where P̂ µ
0 is the (free) spacetime translation operator (P̂ 0

0 = Ĥ0). Assuming plane-
wave solutions, this is solved with

|νk(x)⟩ = e−ipk·x|νk⟩, (2.17)

where |νk⟩ ≡ |νk(0)⟩. Now consider a neutrino created in a pure flavour state α at
an event xµ =

(
0, 0⃗
)
:

|να(x)⟩ =
∑
k

U∗
αke

−ipk·x|νk⟩, (2.18)

reusing (an inverted version of) (2.15) to write the RH side in terms of flavour
states, and multiplying on the left by ⟨νβ|, gives the transition amplitude ⟨νβ|να(x)⟩.
Therefore, the transition probability of detecting flavour state β from an initial
production of flavour state α is Pνα→νβ(x) = |⟨νβ|να(x)⟩|2, or explicitly [4, 11]

Pνα→νβ(x) =
∑
k,j

U∗
αkUβkUαjU

∗
βje

−i(pk−pj)·x. (2.19)

Now, due to the extremely small neutrino mass, one can approximate that for neu-
trinos with detectable energies, t = L (the distance travelled), and so

pk · x = Ekt− p⃗k · x⃗ = (Ek − pk)L =
E2

k − p2k
Ek + pk

L =
m2

k

Ek + pk
L ≈ m2

k

2E
L, (2.20)
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so that as a result, the transition probabilities depend on the mass differences
∆m2

kj ≡ m2
k −m2

j

Pνα→νβ(L,E) =
∑
k,j

U∗
αkUβkUαjU

∗
βjexp

(
−i

∆m2
kjL

2E

)
. (2.21)

Finally, using the unitarity of U (which means Pνα→νβ [k ↔ j] = P ∗
να→νβ

), and
Pνα→νβ(0) = δαβ, one can arrive at the common and useful form

Pνα→νβ(L,E) =δαβ − 4
∑
k>j

ℜ
[
U∗
αkUβkUαjU

∗
βj

]
sin2

(
∆m2

kjL

4E

)

+ 2
∑
k>j

ℑ
[
U∗
αkUβkUαjU

∗
βj

]
sin
(
∆m2

kjL

2E

)
.

(2.22)

For antineutrinos, the PMNS matrix elements in (2.15) are simply complex con-
jugated, meaning the same derivation can be performed, and only the imaginary
component changes sign

Pνα→νβ(L,E) =δαβ − 4
∑
k>j

ℜ
[
U∗
αkUβkUαjU

∗
βj

]
sin2

(
∆m2

kjL

4E

)

− 2
∑
k>j

ℑ
[
U∗
αkUβkUαjU

∗
βj

]
sin
(
∆m2

kjL

2E

)
,

(2.23)

where for Majorana neutrinos, positive helicity ones act like Dirac antineutrinos,
while negative helicity ones like Dirac neutrinos. Therefore, when antineutrinos are
mentioned, it is conventionally understood to refer to either Dirac antineutrinos or
positive helicity Majorana neutrinos, which are thus both described by the latter
equation (2.23) [4]. For survival probabilities (where α = β), the imaginary term
obviously vanishes, leaving

Pνα→να(L,E) = 1− 4
∑
k>j

|Uαk|2|Uαj|2sin2

(
∆m2

kjL

4E

)
, (2.24)

applying equally to neutrinos and antineutrinos.
Notice that all these probabilities are unaffected by the presence of the extra

Majorana phases DM in the PMNS matrix parametrisation, since under rephasing
Uαk → eiϕαUαke

iθk ,
U∗
αkUβkUαjU

∗
βj → U∗

αkUβkUαjU
∗
βj, (2.25)

is invariant. Therefore, oscillation experiments cannot be used to distinguish Dirac
and Majorana neutrinos – as stated previously – even accounting for matter effects.
This will be demonstrated in chapter 5, where oscillation in constant matter density,
and specific application to long baseline νe survival probability will be covered in
detail.

On a final note, a few subtle assumptions were made and details ignored in this
derivation, such as the correspondence of the production and detection states with
flavour states, the negligible impact of mass difference on the created mass states,
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and their different group velocities and propagation as wavepackets being negligible.
These turn out to either be good approximations, or unimportant in oscillation
experiments, but to show this a full derivation using wavepackets in the framework
of QFT, rather than plane waves, must be used. See for example [4, 16, 17, 18, 19].
Essentially, there is a localisation term that is unimportant due to the detector
region being much smaller than the oscillation wavelength, and a coherence length
due to the mass eigenstates decohering from their different group velocities. This
can also be ignored for our purposes (L≪ Lcoh).

2.5 Neutrinoless Double Beta Decay
The Dirac and Majorana parametrisations of the PMNS matrix cannot be distin-
guished via oscillation experiments, and both types are equivalent kinematically
since their masses are not constrained. Therefore the only way to test this is via
direct evidence of the lepton number violating Majorana interactions, introduced by
the associated mass term (2.12). More simply, since they are their own antiparticles,
they can annihilate, leading to processes such as neutrinoless double beta (0νββ)
decay. Standard β± decays occur when an atomic nucleus can lower its energy by
changing its atomic number by ∆Z = ±1, so that a proton is converted to a neutron,
or vice-versa, with the corresponding electron (positron) - antineutrino (neutrino)
pair being emitted. However for some nuclei, changing Z by only ±1 raises its en-
ergy, due to the difference between even and odd pairing energies, while the rarer
change by ∆Z = ±2 simultaneously can still sometimes lead to a more stable (lower
energy) configuration. This is standard double beta decay (2νββ) [20]

(Z,A) → (Z ± 2, A) + 2e∓ + 2
(—)
νe , (2.26)

where the only reliably detectable products are the electrons (positrons), since the
recoil on the nucleus is negligible, and neutrinos are obviously hard to detect. There-
fore the detectable products exhibit a continuous energy spectrum dependent on the
energy taken away by the neutrinos. Now, if neutrinos are Majorana fermions, the
two produced by this process can annihilate in the associated Feynman diagram,
shown in figure 2.1. This is 0νββ, and means that effectively all the energy is car-
ried away by the electrons. If this process occurs, one would expect a detection peak
right at the highest energy of the energy spectrum - at the Q-value of the process
[7].
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Figure 2.1: Neutrinoless double beta decay.

(Z,A) → (Z + 2, A) + 2e−, (2.27)

For 2νββ decays to be measurable, isotopes are needed where this is possible,
while single β decay is forbidden or heavily suppressed. These are nuclei with even-
even → even-even transitions, and 20 such isotopes have been measured to undergo
2νββ [21, 20]. Due to its high natural abundance, 130Te was chosen as the target
isotope for SNO+. As such, a low energy detection threshold, high energy resolution,
and low backgrounds are required to measure its 2.5 MeV decays, described in the
next chapter. These requirements also make the reactor antineutrino measurements,
the focus of this analysis, possible.
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Chapter 3

The SNO+ Experiment

“I am old, Gandalf. I don’t look it, but I am beginning to feel it in my heart of
hearts.”

Bilbo Baggins – The Lord of the Rings, J.R.R. Tolkien

3.1 Introduction
SNO+ is a large underground neutrino detector, based on the original Sudbury Neu-
trino Observatory (SNO), which operated between 1999 and 2006 [20, 22, 7]. Its
measurments of 8B solar neutrinos helped resolve the solar neutrino problem, culmi-
nating in Arthur McDonald of the SNO experiment being jointly awarded the 2015
Nobel Prize in Physics, along with Takaaki Kajita of the Super-Kamiokande exper-
iment [23, 24]. To achieve the primary goal of detecting neutrinoless double-beta
decay (0νββ), SNO+ has been upgraded and changed from the original detector:
primarily a change of detector medium from heavy water to tellurium-doped liquid
scintillator. This allows for physical events, such as the 130Te’s double beta decays,
to be measured down to lower energies and with higher energy resolution, while
sacrificing directionality information.

A general overview of the design of SNO+ is presented, followed by a focus on
its novel Te-loading method, and its data acquisition system. A brief explanation is
then given about the data quality checks put in place, and some of the calibration
systems at SNO+. Finally a few of the physics goals enabled by the experiment are
listed.

3.2 Overall Design and Upgrades from SNO
SNO+’s primary objective is the detection of neutrinoless double-beta decays (0νββ)
[7]. To this end, the SNO detector was re-used, being based at SNOLAB in Sudbury,
Canada, in an active mine with 2070 m of flat rock overburden to shield against cos-
mic muons. It is composed of a large 6 m radius acrylic vessel (AV) surrounded
by photomultiplier tubes (PMTs), and filled with liquid organic scintillator (specifi-
cally Linear Alkylbenzene (LAB) doped with 2 gL−1 of PPO (2,5-diphenyloxazole)
wavelegnth shifter), which is non-polar, allowing purification of up to 1000 times
less radio-impurities than water [20, 23, 25, 26]. Additionally, scintillators produce
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far more photons per energy deposited, leading to about two orders of magnitude
more light in the PMT sensitivity region, which translates to a lower trigger thresh-
old (sub-MeV) and a higher energy resolution [27, 28]. More details on scintillator
physics are presented in chapter 7. This is a big change from the predecessor SNO,
which relied only on the Cherenkov light produced by charged particles moving
through its heavy water. Cherenkov light is also produced in liquid scintillator, but
is completely dominated by the scintillation light. 130Te will be added to the scin-
tillator mix in the near future to actually (and hopefully) produce the 0νββ decays.
This isotope was selected for the experiment due to its long 2νββ half-life (7.71×1020

years [29], to not overwhelm the 0νββ signal), lack of inherent absorption lines in the
visible light range (produced by scintillators), and high natural abundance (34%),
making enrichment unnecessary [7]. More information on the innovative 130Te pu-
rification and deployment technique is provided in the next section. Overall this
setup enables the very low backgrounds and large scalability necessary to attempt
a 0νββ measurement.

In order to deploy this particular Te-loaded scintillator cocktail, the SNO+ de-
tector medium was – and still is being – modified in stages, assessing radiogenic
backgrounds and detector performance each time. These lead to different so-called
phases, where data taken within one phase has broadly consistent detector condi-
tions. SNO+ was originally filled with ultra-pure water (UPW) during its commis-
sioning, until mid-2019, making up the “water phase”. The water was then gradually
replaced with LAB (doped with 0.6 g/L PPO), though the process was halted due
to COVID lockdown restrictions, leaving the detector with roughly half UPW and
half liquid scintillator. This “partial-fill phase” lasted for most of 2020, until scin-
tillator filling resumed. With filling complete, the “full-fill phase” began in 2021,
though the PPO concentration was increased incrementally, reaching the target 2.2
g/L value at the start of 2022. It is this 2.2 g/L PPO full-fill phase that is of inter-
est in this work, and all data is taken from this 2022-2023 period unless otherwise
stated. Other additives (bis-MSB and BHT, discussed later) have since been added
in mg/L quantities from around mid to end 2023, though they do not enter this
work. Tellurium loading itself has not begun as of the writing of this text. Note
that the nomenclature of the full-fill phase(s) is currently under discussion and will
likely in future work.

The other primary upgrades and developments are hold-down ropes to coun-
teract the buoyancy of the AV due to the scintillator’s lower density with respect
to the surrounding water, a scintillator purification system, and an upgrade to the
electronics and data acquisition system (DAQ) to deal with the increased event rate.
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Figure 3.1: The SNO+ detector, as an artistic impression on the left and a photo-
graph from inside the detector on the right [7].

The AV is surrounded by 9362 inward-looking PMTs, each surrounded by a light
concentrator to increase coverage, all mounted on a PMT support structure (PSUP)
encompassing the AV at about 8.35m from its centre. SNO had about a 54% total
coverage, including the concentrator reflectivity, which has since partly reduced for
SNO+ due to aging [30]. PMTs can also be taken offline temporarily due to elec-
tronics issues. In the dataset of interest, roughly 80-90% of the originally installed
PMTs are online. 91 outward looking PMTs (OWLs) are also mounted (without
concentrators), to pick up light from incoming muons and other light sources from
outside the PSUP. This all sits in 7000 tonnes of ultra-pure water, filling up the
cavity outside the AV to shield it from radioactive sources in the PSUP and cavity
walls [7, 22, 20]. Other concerns over background levels include radon leaching from
the AV walls, since it was exposed to radon-rich air during refurbishment - requiring
regular recirculation of the water and scintillator - and further radon contamina-
tion from the mine air - mitigated with cover gas systems, flushed periodically with
highly purified nitrogen. The backgrounds will be covered in more detail in chapter
6, along with efforts to reduce their impact.

3.3 Tellurium Loading
Another primary advantage of using liquid scintillator is that one can dissolve heavy
metals such as 130Te in it, with long term stability and good optical properties [7].
However, the loading process needs to minimize the quantity of isotopes present in
the scintillator cocktail with decays around the 130Te Q-value (2.527 MeV). As such,
the requirement of O(10−15)g/g concentration of uranium (U) and thorium (Th)
in the mix was chosen, meaning < 10−13 g/g and < 5 × 10−14 g/g of U and Th
respectively in the tellurium itself [7, 31].
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The tellurium was procured as telluric Acid (TeA) in crystallised form and is
stored underground in SNOLAB since 2015 to allow radioactive cosmic ray prod-
ucts to decay away. Even so, the U and Th concentrations still need to be reduced
by a factor of roughly 200 and 600 respectively. Two chemical plants were built
underground for this purpose: the TeA purification plant and the butanediol (BD)
synthesis plant. All wetted surfaces and equipment were also treated to avoid any
leaching or contamination. The TeA is purified in the TeA plant by 3 cycles of
dissolution in hot UPW, passing through a fine particle filter, recrystallisation (by
reducing temperature and pH), and rinsing with clean nitric acid. It is then recrys-
tallised one last time and cleaned with only UPW [7, 32].

The result is then transfered to the BD synthesis plant, where it is heated under
vacuum and mixed with 1,2-butanediol, to produce a LAB-soluble product referred
to as tellurium butanediol (TeBD). This is mixed with liquid scintillator extracted
from the AV at a 1:1 ratio and then transferred to the scintillator plant for further
dilution [7].

3.4 Electronics and Data Acquisition
The electronics of the detector are made up of 19 crates, each containing 16 front-
end cards (FECs) and 16 PMT interface cards (PMTICs). Four daughterboards
(DBs) are attached to each FEC, and contain custom integrated circuits for 8 PMT
channels that perform the “important signal processing” [22]. A schematic of the
SNO+ electronics is shown in figure 3.2a. Each crate thus deals with the trigger
creation and analogue data processing for 512 PMT signals, roughly covering a
vertical slice of the detector like the example in figure 3.2b, except for crate 19
which deals only with the 91 OWLs. The PMTs are typically held at a high voltage
of around 2000 V, varying from 1800 V to 2350 V across the crates. To deal with
the increased data rate from using liquid scintillator, the readout system from the
crates was upgraded from that used by SNO, as described in detail in Ref. [7].

The data acquisition system (DAQ) needs to be able to handle the large data-
flow caused by photons hitting the PMTs nearly continuously, while only outputting
potentially interesting physics in a tractable quantity for further treatment. This
is achieved by recording the time and charge of PMT hits, and grouping them into
events. Any PMT hit above a certain charge threshold is buffered into its FEC’s
memory, while two square waves (one 100 ns and one 20 ns long) are sent to a series
of analog master trigger cards (MTC/A+, upgraded from SNO’s MTC/A). These
MTC/A+’s sum over the 100 ns and 20 ns pulses from all PMTs detector-wide, and
issue a global trigger (GT) when a (programmable) threshold is passed. The 100 ns
pulses are the standard signal used for this triggering, called the N100 trigger. The
PMT hit time and charge information are then collected from all the FECs, and
sent to be digitized as an event with a unique label: its global trigger ID (GTID)
[22, 20, 7]. In this way, most low-level random noise is filtered out “at the gate”.
Meanwhile, most physical events of interest will produce light that is picked up by
PMTs around the whole detector, with very roughly one photon expected to be
detected per PMT per event, as will be discussed in section 3.6.2.

The time window of a recorded event is 400 ns long, and is followed by a 420
ns dead-time [2], which is compensated for by an automatic re-trigger of events
extending beyond the standard 400 ns [7]. As such, one long event is split into two
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(a) Electronics sketch, where upgrades from SNO are
highlighted in grey-blue [7].

(b) An example crate’s cov-
erage of the SNO+ detector,
highlighted in red. This crate
is connected to the PMTs in-
stalled on the highlighted pan-
els of the PMT support struc-
ture (PSUP), in a vertical slice
of the detector. Not accurate,
for illustration purposes only.

Figure 3.2: Schematics of the SNO+ detector’s electronics layout.

shorter events separated by roughly 400 ns or less.

3.5 Data Quality
Thanks to all the hardware and software deployed at SNO+, it is an incredibly
sensitive detector. This, however, means that it is sensitive to signals that are
clearly not interesting physics, but effectively noise. It is also very fine-tuned and
can be prone to electronics or data-flow mishaps at times. As such, a slew of data
quality checks were developed, broadly divided into two categories: data cleaning
and run-selection.

Data cleaning consists of a series of checks to flag any events that are clearly not
physics events, which are run during the processing of recorded data. In particular,
MeV-scale events caused by the detector’s so-called “intrumentals” can occur, such
as “flashers”: the static discharge PMTs, which are held at high voltage, producing a
flash of light. Unwanted physics events can also be flagged, such as muons, though
their effectiveness is insufficient at the time of writing. The problems posed my
muons and how they are mitigated are covered later, in section 6.3.1. Neverthe-
less, all these “bad events” can then be easily ignored by analysers. This is always
performed for any data studied in this analysis.

Run-selection takes a broader view, judging the suitability of an entire run of
data; all data is recorded in manageable chunks called runs, which are generally
about an hour long, though sometimes less if a run was cut short. Run-level infor-
mation is collected from a variety of sources. Processors run through all the data
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to estimate quantities such as the number of bit-flips, whether the internal clocks
ran as expected, etc. The state of the detector is an important factor: a minimum
number of online crates and PMT coverage are required for instance. Any human
activity on deck (just above the detector) deemed disruptive also discounts a run,
since the SNO+ detector can be sensitive to extra light, static discharge or physical
shocks. Various run-selection criteria are applied to the runs, with different levels of
restrictiveness tailored to different analyses. Automation of this process was carried
out by the author, with information now displayed online for the SNO+ collabora-
tion. The data used throughout this analysis is a subset of only the highest quality
runs: the gold list, which requires all crates to be online for instance. However, work
is currently underway to show that less high quality runs can also be included, and
checks improved to accommodate this, which is expected to increase the effective
livetime in the near future.

3.6 Event Simulation and Reconstruction with RAT

The digitised events that pass the above data quality checks are then further pro-
cessed, in order to reconstruct higher level quantities of the original physics event
which caused the measured event. However, event simulation is first discussed, since
both real and simulated events are subject to the exact same reconstruction to
ensure consistency between them. Data processing, simulation and analysis is all
performed by RAT (Reactor Analysis Tool), which is a software package originally
developed for the Braidwood reactor experiment [7], based on the physics simulator
GEANT4, and using ROOT classes in C++ [7, 33, 34].

3.6.1 Event Simulation

RAT simulates the SNO+ setup with data saved in run-specific tables from the
custom “RATDB” database, which is updated based on calibrations and other infor-
mation. Monte Carlo simulations are performed by creating an initial event vertex
containing the particle type(s), energy(ies), position(s), direction(s) and time(s),
based on some initial model such as the reactor antineutrino flux and inverse beta
decay (IBD) interaction. RAT then hands this over to GEANT4, to simulate the
propagation and production of photons and secondary particles. For example, IBD
events (covered in chapter 4) are generated by RAT, and the resulting positron
and neutron are initialised in GEANT4, with appropriate properties. It simulates
physics at randomly sampled intervals based on the mean free path of each particle.
GEANT4 has base classes to deal with electromagnetic and hadronic physics, as
well as for handling particle decays. RAT then takes the emitted photons, and mod-
els their interactions with the different detector components (scintillator, AV, PMT,
water, etc), whose properties are all calibrated. PMTs are simulated as "grey discs",
with position-dependent chances to absorb or reflect photons, depending on their
wavelength, and based on wavelength sensitive calibrations of the PMTs’ quantum
efficiencies (both in-situ and ex-situ). If a photon is absorbed, the resulting photo-
electrons (PEs) are simulated in the pseudo-DAQ, which emulates the process real
data goes through, including electronic effects such as noise, finite rise times and
trigger windows. Trigger signals are then simulated, producing the same informa-
tion output as for real data, but with the particle’s Monte-Carlo (MC) history and
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“true MC” quantities also attached [22, 20, 7].

3.6.2 Event Reconstruction

Reconstruction then works the same for both real and simulated data. The only
information available is the total number of recorded PMT hits during the event
(Nhit), and the relative timing and position of these. All higher level quantities,
such as original event’s deposited energy, position and time, must be inferred from
this.

Energy

The deposited energy is perhaps the most straightforward quantity to reconstruct.
As will be explained in section 7.2.3, the liquid scintillator emits a number of photons
roughly proportional to this energy. The number of these photons leads to an
expectation of less than one photon hitting each PMT during an event, for the MeV-
scale energies of interest. As such, the Nhit is roughly proportional to the event’s
original energy. More specifically, a ratio of roughly 300 Nhit per MeV is observed for
electrons with kinetic energy up to around 2 MeV or so. Note that other particles or
processes may have different proportionality constants, due to the different amounts
of light production induced in the liquid scintillator – an example of an effect known
as scintillator quenching, and described further in section 7.2.3. However, energy
reconstruction always assumes that of the electron. As such, the reconstructed
energy of certain particle types may differ from their true energies, particularly for
heavier particles such as α’s. Nevertheless, the vast majority of events detected by
SNO+ are well modeled by this assumption, and so these reconstructed quantities
are used anyway.

However, this proportionality begins to break down at higher energies, as the
number of photons increases, and thus so too does the likelihood of some PMTs
being hit by more than one photon. Events occurring closer to the detector’s edge
also increase this likelihood, since more photons are concentrated onto fewer PMTs.
If more than one photon strikes a PMT in such a short time, the photo-electrons can
pile up, recording only one hit where multiple should have been recorded. Therefore,
the Nhit of higher energy events can be lower than one would expect. A way around
this is to observe the statistical properties of ensembles of similar PMTs. The ex-
pected number of times a single PMT was hit can be determined from the ratio of
the mean number of recorded PMT hits per PMT to the total number of recorded
PMT hits in that ensemble. Finding this for every PMT ensemble in the detector
allows one to adjust the raw Nhit to the corrected Nhit, which is the number of PMT
hits that “should have been” measured. This is then used in the proportionality re-
lationship described above, enabling energy reconstruction to a good approximation
[20].

Position and Time

While the number of PMT hits is used to determine the event energy, the position
and time of and event are instead reconstructed from the relative timing of the PMT
hits, and where these PMTs are located – the PMT hit pattern.
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First, consider a short burst of photons (O(1) ns) emitted from the scintillator
during an event located in the centre of the detector. The resulting distribution of
the hit times of each PMT thit (recall each PMT will almost always record either
zero or one hit during an event) thus also exhibits a concentrated burst of PMT
hits around the same time, since the time-of-flight tTOF from the event to the PMT
is roughly the same for all the photons. This burst, or “peak”, is followed by a tail
of later PMT hits from various effects such as delayed scintillation light, absorption
and reemission, and reflections. The peak of the thit distribution thus provides
information on the event time, based on the time-of flight from the detector’s centre
to the PMTs. Now, if the exact same event were to happen away from the detector’s
centre, closer to the detector edge, the peak of PMT hits would be more spread out
in time, since some photons have further to travel than others before hitting a PMT.
The spread of the thit peak therefore contains information on the radial distance of
the event from the detector’s centre, while the PMTs with the earliest hit times
indicate which edge the event is closest to. Therefore, one can use the distribution
of the PMT hit times to determine the event’s time and position.

The specific way this information is gleaned, is by first defining the residual hit
time (or time residual) for each PMT hit, via

tres (tevt, r⃗evt) = thit − tevt − tTOF (r⃗evt) , (3.1)

where only the PMT hit time thit is known a priori, while the reconstructed event
time tevt and position r⃗evt are unknown quantities that are to be determined. tTOF (r⃗evt)
is the straight-line time-of-flight of a photon, computed between the event and PMT
positions1. Now, if the reconstructed event position is correctly chosen – the same
as the true event position – the short burst of light described in the previous chapter
will give rise to a time residual distribution with a narrow peak, followed a tail at
higher tres. This is true no matter where the event took place (so long as the position
is reconstructed accurately), since the computed tTOF (r⃗evt) will eliminate the spread
caused by the differing raw hit times (thit). In other words, the tres distribution with
a correctly reconstruction position will resemble the thit distribution of a similar
but centrally located event (i.e. with r⃗evt = 0⃗), though with some time offset. If, in
addition, the event time tevt is also correctly reconstructed, then the tres distribution
will begin at around tres = 0 (the peak will be at zero). Bringing these two facts
together, the better the reconstruction, the more the tres distribution of any event
will tend towards the thit distribution of a centrally located event with its peak near
tres = 0. In other words, it will tend towards the following

tres, central

(
0, 0⃗
)
= thit, central − tTOF

(
0⃗
)
, (3.2)

where thit, central are the raw hit times of a centrally located event, and tTOF

(
0⃗
)

is
almost identical for every PMT, since the event is centrally located.

Therefore, a tres, central PDF was constructed from many event simulated in the
detector’s centre. Then, for each event, the log-likelihood ratio of tres (tevt, r⃗evt) and
tres, central, is maximised by varying tevt and r⃗evt simultaneously. Likelihood ratios

1This time-of-flight calculation accounts for the the refractive indices of various traversed ma-
terials for their effective light speeds, but otherwise assumes a perfectly straight line path from the
event to the PMT; no refraction is included.
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will be discussed in more detail in chapters 7 and 8. The values that maximise
this are the best fit values, and are thus used as the event’s reconstructed time and
position [2].

Lastly, various goodness-of-fit parameters are also computed [22], to be used in
various higher level analyses.

3.7 Calibration
To achieve realistic PMT hit times for a given event, and robust event simulation
and reconstruction, both the detector and the RAT code must be appropriately cal-
ibrated. To this end, a suite of optical and radioactive calibrations are employed.
These rely on naturally occurring internal radioactivity, or either deployed or per-
manently installed sources, whether optical or radioactive. A brief overview of the
systems relevant to the present analysis is given here, particularly as they provide
estimates for systematic uncertainties used later on.

3.7.1 Internal Calibration: ELLIE

In order to measure internal properties of the SNO+ detector in a semi-continuous
manner, without introducing any foreign objects into it, the ELLIE system was put
in place: the Embedded LED/Laser Light Injection Entity. It consists of fibre-optic
cables mounted on the PSUP, between the PMTs, which lead back up to racks on
deck, connecting to LEDs or lasers. In this way, light can be injected into the
detector with known properties, while avoiding any internal contamination.

ELLIE consists of three modules: AMELLIE, SMELLIE and TELLIE – the
attenuation, scattering and timing modules, respectively, displayed in figure 3.3. The
first two are geared towards measuring the scintillator’s optical properties, while the
latter aims to perform the timing calibration of the detector’s PMTs and associated
electronics [7]. Of primary interest here is the TELLIE calibration, whose goal is
to ensure that the PMT hit times recorded by the MTC/A+ are corrected to the
physical PMT hit times. All event reconstruction relies on this, as does the classifier
presented in chapter 7. A TELLIE calibration consists in successively emitting light
from all of its 96 calibrated fibres, spread all around the detector, at known times,
and recording the hit times of the PMTs in each successive beam spot. The PMT hit
pattern of a typical TELLIE run, in which only one fibre is fired, is shown in figure
3.4. By comparing the known light emission times, the measured hit times of the
PMTs from different overlapping beam spots, and the calculated light travel times,
their timings can be fitted and thus calibrated. The timing resolution achieved at
SNO+ with this and other calibrations is on the order of 1 ns, enabling more detailed
analysis of events through such means as pulse shape discrimination.

3.7.2 In-Situ Calibration: 214BiPo Events

As will be covered in section 6.2.1, a very small amount of naturally occurring ra-
dioactive isotopes are present in the detector, leading to various decay chain prod-
ucts. 214Bi is produced as part of the 238U decay chain, and β decays into 214Po
with a Q-value of 3.27 MeV, which then decays to 210Pb via a 7.8 MeV α. While the
214Bi and the 210Pb have half-lives of 19.9 minutes and 22.2 years respectively, the
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214Po has a lifetime of only 237 µs. Therefore, the rapid consecutive 214Bi and 214Po
decays make for an excellent coincidence pair, in both time and space, referred to as
214BiPo events. The prompt (first event) β has an average energy of 2.2 MeV, while
the delayed (second event) α’s energy is quenched down to around an apparent 0.8
MeV. Selecting for event pairs that follow this pattern produces a very pure sample
of 214BiPo events. The prompt event can thus be used to compare MC simulations
of 214BiPos to data, in order to correctly calibrate the energy reconstruction.

However, energy reconstruction is tuned to events within the central 3.5 m fidu-
cial volume (FV), where the main search for 0νββ will take place, but becomes
poorer further out. For example, the 214BiPo mean prompt energy deviates from 2.2
MeV for events further away from the detector’s centre, as shown in figure 3.5a (left).
A tool to correct for this in the full-fill phase was thus created by Anthony Zummo
[3], by looking for prompt events in the 1.2 to 3.5 MeV range, and delayed events in
the 0.6 to 1.1 MeV range, separated by between 22 and 1000 µs in time and less than
0.8 m in space. A pure sample of around 60000 event pairs was selected, and used
to construct a position-dependent energy correction map. This correction improves
the reconstructed energy out to around 5.7 m, for both simulations and data, via
the scaling factor maps displayed in figure 3.5b. The data-simulation agreement is
thus equivalent for all radial positions up to 5.7 m, for events around 2.2 MeV.

Systematic uncertainties in the energy reconstruction were also established thanks
to this study. The residual differences between the prompt energy spectra of data
and simulations in the 5.7 m FV were studied, after the above correction was ap-
plied. By computing the ratio of the mean energies of data and simulation, the
root-mean-squared (rms) of the difference between this and unity at different radii
was found to be 1.8%. This can therefore take on the role of an energy scaling uncer-
tainty. Similarly, the rms of the difference between the standard deviations of their
energies at different radii was 6.5%. Assuming the energy resolution roughly scales
as

√
E due to the Poissonian statistics of the Nhit, and 6.5% is the uncertainty at 2.2

MeV, this provides a systematic uncertainty in the energy resolution of 4.4%×
√
E.

The prompt β particles were also used to tune the scintillator timing, discussed
later in section 7.2.2, with reference to pulse shape discrimination.

3.7.3 External Calibration: the AmBe Source

The SNO+ collaboration uses an Americium-Berylium (AmBe) source, containing
a mixture of powdered 241Am and 9Be inside a sealed container, as an external
calibration device. When in use, it is deployed in the external water between the
PSUP and the AV. In 2005, the neutron rate from the AmBe source was measured
by the SNO collaboration to be (67.39± 0.73) Hz, which should only have changed
negligibly since then. The 241Am has a half-life of 432 years, decaying with a roughly
5.5 MeV α particle, which is then captured by the 9Be O (0.01%) of the time. This
9B(α, n)12C interaction produces a neutron and a 12C, which is created in an excited
state 60% of the time, emitting a 4.4 MeV γ to de-excite. Meanwhile, the neutron
thermalises (loses almost all its energy by scattering off particles in the medium) and
is later captured, usually on a proton, which releases a 2.2 MeV γ as a delayed event
[7]. Since the source is deployed externally, only a small fraction of these propagate
inside the AV.

2This lower limit is to cut out the similar 212BiPo events, with a 212Po half-life of 0.3 µs.
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However, the rate is high enough that the 4.4 MeV γ and 2.2 MeV neutron capture
event pair can be selected by coincidence tagging, just like the 214BiPo events, and
used as another data point in energy reconstruction calibration. In particular, most
tagged events occur near the AV, where energy needs the most correcting. Such a
calibration has not yet been performed in the full-fill phase, though a basic check of
the impact of the 214BiPo energy correction at this energy was performed instead.
Figure 3.6 shows much better agreement between data and MC at both the 2.2 and
4.4 MeV peaks.

In the 40% of decays where the 12C is produced in the ground state, the neutron
carries away most of the energy and can produce its own lower energy prompt
event by recoiling with protons. This latter possibility could in principle be used to
produce a sample of pure (α, n)-like events, as described in section 6.3.3, though
the neutron would need to carry enough energy inside AV before recoiling to be
of use. This possibility is currently still under investigation, and future internal
deployments of the AmBe source are being planned.

3.8 Other Physics Goals
Since SNO+ is a large neutrino detector, 0νββ decay is not its only objective.
Particularly since there is a long period of potential physics time before the 130Te
is loaded, where the detector was filled with ultra-pure water, and now scintillator.
Even after it is loaded, many of these measurements can carry on being performed
[7, 20].

For instance SNO+ recently joined the Supernova Early Warning System (SNEWS),
as it is capable of detecting a neutrino flux from a supernova in our galaxy. Solar
neutrinos have also been measured by SNO+ [36], hearkening back to the original
SNO detector. The energy threshold is also low enough to detect geo-neutrinos –
antineutrinos produced by radioactive decays in the Earth’s interior – providing an
additional way to test current geological models [37].

Finally, the SNO+ detector is located roughly 240 km and 340/350 km from its
three closest nuclear reactors, which together produce the majority of its antineu-
trino flux. This provides high sensitivity to long baseline neutrino oscillations in
a different way to the KamLAND experiment, as described in chapter 5. There-
fore, measuring the νe survival probability is of interest, to further constrain the
measurements of long baseline oscillation parameters.

3.9 Summary
The SNO+ detector benefits from an array of calibrated hardware and software,
producing both data and MC simulations in the form of events composed of their
constituent PMT hits. Reconstruction turns this basic information into higher level
quantities such as event times, positions and energies, while various data quality
filters ensure that only suitable data is studied. In such a way, a plethora of physics
analyses are possible, such as the primary goal of 0νββ decay, and the focus of the
present analysis: reactor antineutrino oscillation.
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Figure 3.3: Sketch of the three ELLIE systems (TELLIE, AMELLIE, SMELLIE)
installed on the SNO+ PSUP (dark green grid), each firing representative beams
(shaded triangles) from three of the many injection points into the AV (blue line),
either directed at the AV’s centre (0◦), or slightly off-centre by a particular angle
(10◦ or 20◦) [35].

Figure 3.4: An example distribution of PMT hits from a TELLIE run during SNO+’s
water phase, showed on a panel flat map, where the panels from figure 3.2b are
unfolded to a flat surface. Each dot represents a PMT, with grey ones showing
offline PMTs, and the red to yellow scale conveying the relative number of hits each
one received during the run. 2D Gaussian distributions are fitted to the beam spot
(lower-right) and the near-AV reflection spot (upper left) [7].
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(a) 214BiPo prompt energy spectrum at different radial positions, before position-
dependent energy correction. Taken from Ref. [3].

(b) Position dependent energy correction factors, from Ref. [3].

Figure 3.5: Energy reconstruction’s position dependence from 214BiPos.

Figure 3.6: Position dependent energy correction’s impact on AmBe prompt and
delayed events, from T. Kaptanoglu [3].
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Chapter 4

Reactor IBD Predictions

“The dark fire will not avail you, flame of Udûn.”
Gandalf – The Lord of the Rings, J.R.R. Tolkien

4.1 Introduction
Neutrinos can only interact with other matter via the Weak Nuclear force, as dis-
cussed in chapter 2, making their detection a challenge. Inverse beta decays (IBDs)
provide a solution to this, being the preferred way of detecting reactor antineutri-
nos, and in fact enabled the very first detection of any neutrino by F. Reines and
C. L. Cowan in 1959 [5, 38, 4]. SNO+ is in an ideal position to measure such re-
actor antineutrino induced IBDs, for the reasons laid out in this and the following
chapters.

An IBD involves the νe interacting with a proton and inducing a β+ decay, as
shown in figure 4.1. The signature of this interaction is relatively clear, with an initial
prompt event generated by the emitted positron, which induces scintillation light
as it slows down and annihilates with an electron. The positron energy is highly
correlated with the νe energy, so the prompt energy spectrum broadly preserves
the features of the νe energy spectrum, as will be discussed later. Meanwhile, the
neutron thermalises, before being captured by a proton roughly 220µs later, which
produces a delayed event at a reliable 2.2 MeV [22].

Now, reactor νe are produced with energies of up to around 10 MeV, as will
be discussed later. At these energies, only elastic scattering or inverse beta decays
(IBD) are likely to occur. Elastic scattering is common to both neutrinos and
antineutrinos, while IBDs can only be induced by νe. Combining this with the fact
that nuclear reactors are the largest source of νe on Earth at these energies means
that detected IBDs are likely produced by reactors. Adding in the clear correlated
prompt-delayed signal produced by IBDs allows one to greatly reduce backgrounds,
enabling reliable detection of νe.

Therefore, reactor antineutrinos are used to measure the νe survival probability
and thus its oscillation parameters. Details on this neutrino oscillation are provided
in chapter 5, while its extraction from other background events is covered in chapter
6. The present chapter lays out the calculation of the expected flux and spectrum
of reactor produced νe IBDs in the SNO+ detector, largely ignoring both oscillation
and detection efficiency for now.
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(a) Underlying Pro-
cess

(b) Event Presentation

Figure 4.1: Inverse Beta Decay: (Z,A) + νe → (Z − 1, A) + e+

4.2 Calculation Overview
The way reactor IBD events at SNO+ are predicted is a multi-step process. An
overview of the calculation is given here, before a more detailed discussion of each
component in subsequent sections. While SNO+ is closest to the three Ontario
reactors (Bruce, Darlington and Pickering), at least all the North American reactors
must be accounted for in some capacity, to get an accurate accounting of the νe
flux at SNO+. In this analysis all reactor cores all over the world are included in
the calculation for completeness, and will be described in more detail in section
4.3.3. As such, the incoming reactor IBD spectrum is computed by summing over
the contributions of all these reactor cores

NIBD(E, t) = η(E, t)NH

Ncores∑
n=1

Φ(n)(E, t), (4.1)

where NH is the number of target protons in the detector volume, and η(E, t) is the
detection efficiency, which may depend on energy and change over time. Φ(n)(E, t)
is the number of IBDs detected at SNO+ from core n, per unit energy, per unit
time, per target proton. This is in terms of the “measured” reconstructed prompt
energy E, which can be related back to the antineutrino energy Eν via a convolution

Φ(E, t) =

∫ ∞

Emin

Φν(Eν , t)p (E|Eν) dEν . (4.2)

p (E|Eν) is a 2-D PDF which gives the probability density of an antineutrino with
energy Eν leading to an IBD prompt event with reconstructed energy E, normalised
to 1 for each energy Eν . In practice this convolution is realised by generating MC
simulations of IBD events from a known antineutrino energy spectrum, and then
using the resulting prompt energy spectrum.

One can calculate the input spectrum Φν(Eν , t) by modelling isotropic emission
of antineutrinos from the reactor core, so that

Φν(Eν , t) = Pνe→νe(Eν , L)
σ(Eν)

4πL2
F (Eν , t) , (4.3)
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with L the core-detector distance (baseline), and σ(Eν) the IBD cross-section.
F (Eν) is the reactor core’s emission spectrum: the number antineutrinos emit-
ted per unit energy per unit time. The survival probability Pνe→νe(Eν , L) is also
included here for completeness.

4.3 Outgoing Reactor Core Flux

4.3.1 Introduction

This section concerns itself with the calculation of F (Eν , t), which is the number of
antineutrinos emitted per unit energy per unit time in a particular reactor core. It
is computed in a similar way as for the Daya-Bay experiment [39], via

F (Eν , t) =
W (t)

ϵ

∑
i

fini (Eν) c
ne
i (Eν , t) + Ssnf (Eν , t) , (4.4)

where W(t) is the core’s thermal power output over time, while fi and ni(E) are
the fission fraction and emitted νe spectrum for isotope i. The ni(E) spectra are
normalised to one fission, and so integrate to the total number antineutrinos emitted
per fission (see figure 4.2 below), while fi are the fraction of antineutrinos emitted
from each isotope out of the total emitted. ϵ is the average energy emitted per
fission, computed as a weighted sum of energy emitted per fission for each isotope
ϵi [40, 41]

ϵ =
∑
i

fiϵi. (4.5)

Finally, cne
i (Eν , t) models the non-equilibrium effects of long-lived fission frag-

ments, and Ssnf (Eν , t) is the contribution from spent nuclear fuel rods stored in
reactor complexes. The Daya-Bay experiment estimated their contribution from
spent fuel to be 0.3%, with an uncertainty of 100%. This is treated as negligible
in the present analysis, and thus ignored in what follows. Its contribution should
ideally be verified for the nearest reactors in future work.

Daya-Bay also state an average increase of 0.6% to their IBD flux from non-
equilibrium effects, with uncertainty of 30% [40], based on calculations in Ref. [42].
This last paper presents a good introduction to the calculation of reactor emis-
sion spectra, including the two main methods of obtaining isotope emission spec-
tra ni (Eν): ab initio, and the Institut Laue-Langevin (ILL) method. This second
method involves using reference electron spectra, measured over periods of hours
to days, to obtain the antineutrino spectra. The non-equilibrium effects arise from
discrepancies between spectra obtained this way, and those simulated from more
realistic PWR conditions, over burn up cycles on the order of a year [42]. Daya-Bay
uses the ILL method, and therefore incorporates the non-equilibrium contributions
[40]. However, the analysis presented here will use unfolded spectra from measured
reactor antineutrino IBD interactions for its two main contributing isotopes. Com-
bining this fact with the, in any case, small overall contribution of non-equilibrium
effects, render them negligible. They are thus also ignored here throughout.

Taking away contributions deemed negligible, the final formula used in this anal-
ysis is

F (Eν , t) =
W (t)

ϵ

∑
i

fini(Eν), (4.6)
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whose components are further discussed below.

4.3.2 Fission Fractions and Isotope Spectra

Reactor Types

Reactor antineutrinos are almost entirely produced by four fissile isotopes – byprod-
ucts of the fission process. The four isotopes, with the approximate fraction of
emitted antineutrinos from each are 235U (56%), 238U (8%), 239Pu (30%) and 241U
(6%) [4]. These fractions are called fission fractions, and their exact values depend
both on the type of nuclear reactor, and the evolution of these over time. Address-
ing the reactor types first, the International Atomic Energy Agency (IAEA) lists six
commercial types [43]:

• BWR: boiling water reactor.

• FBR: fast breeder reactor.

• GCR: gas cooled reactor (graphite moderated).

• LWGR: light water (cooled) graphite (moderated) reactor.

• PHWR: pressurised heavy water reactor.

• PWR: pressurised water reactor.

The most common in the world are PWRs, which use enriched uranium as fuel, and
a pressurised water circuit to transport heat from the fuel to a separate second water
circuit, which then produces steam. BWRs are largely the same as PWRs, except
that there is only one water circuit, which takes heat from the fuel and produces
steam [44]. All commercial reactors in the United-States are either PWR or BWR,
which have very similar fuel content.

The four Canadian reactors (including the three Ontario reactors, closest to
SNO+) are PHWRs, comparatively uncommon [43]. These use natural uranium
as fuel, enriching the moderator (water) instead of the fuel. Pressurised heavy
water is thus used in a closed circuit, similar the PWR’s inner light water circuit.
The Canadian reactors are of CANDU design (Canadian Deuterium-Uranium), and
benefit from continous refuelling, without having to shut a whole reactor core down
[44]. The three Ontario reactors (Bruce, Darlington and Pickering) make up roughly
60% of the incoming antineutrino flux, so modelling this reactor type is important.

Fission Fractions

In this analysis, the fission fractions for all PWRs are the same, taken from the
averaged values of the PWR at Daya Bay [27]. The fission fractions for PHWRs
were obtained via a private communication [9], and the values for both reactor types
are shown in table 4.1. All other reactor types are simply modelled as PWR, due
either to their fuel composition’s similarity to PWR’s (such as for BWR), or to
distance making such details irrelevant.

As mentioned previously, these can change over time for PWRs and similar
reactors, as fuel “burns up” between refuelling periods. Information on this time
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Table 4.1: Isotopic fission fractions used for different reactor types, as used in equa-
tion (4.6).

Reactor Type 235U 238U 239Pu 241Pu

PWR (and others) 0.568 0.078 0.297 0.057
PHWR 0.52 0.05 0.42 0.01

PWR Uncertainty (%) 5.62 0.70 8.10 12.21

dependence is not readily available for nuclear reactors around the world, and more
importantly not in North America. Instead it is treated as a systematic uncertainty
in this analysis. To quantify the magnitude of fission fraction variations, standard
deviations from each are computed using data from the Daya-Bay nuclear plant [45],
and are also shown in table 4.1. Due to conversion from one isotope to another, the
fission fractions are correlated in particular ways [40], shown in table A.1 of the
appendix. These are combined to produce a fission fraction covariance matrix for
PWR reactors.

However, since PHWRs are continuously refuelled – forgoing the burn-up and
shutdown to refuel cycle – their fission fraction variations are far smaller than for
PWRs, though a number quantifying this is not yet available. In practice, the entire
reactor IBD flux will be treated as having a single fitted normalisation for this anal-
ysis. As such, ignoring oscillation, all PHWRs will always be combined into a single
PDF for this analysis, which also averages out any potential variation, particularly
when integrated over longer time periods. All the PWR-modelled reactors will sim-
ilarly be combined into one single PDF, averaging out this variation. Therefore, the
contribution of fission fraction variation to an overall reactor IBD flux normalisation
uncertainty is ignored here. Any future analysis with more separately floating PDFs
or high time granularity may have to account for this though.

Isotope Spectra

Until recently, semi-empirical models were used for all four isotope spectra, as de-
scribed in the ILL method previously. The Huber model [46] was used for 235U, 239Pu
and 241Pu, while the Mueller model [42] was used for 238U. These both provide the
number of νe emitted per fission, via a formula of the form

n(Eν) = exp

(
5∑

n=0

anE
n
ν

)
, (4.7)

where an are fit parameters from each paper, listed in table 4.2.
However, measured reactor antineutrino fluxes by short-baseline detectors con-

sistently find a deficit of around 6% compared to predicted models. This is known
as the reactor antineutrino anomaly (RAA) [47, 45, 48], for which no explanation
has been settled on yet. In addition, an excess of about 10% has been observed
between around 4.5 and 6 MeV, dubbed the “5 MeV bump” [45], with no consensus
on its origin1 (see figure 4.2 below). Explaining these is not attempted in this work.

1This is not to be confused with the “low energy excess” observed by the MiniBooNE and LSND
experiments. These are in the 100’s of MeV range, and produced by neutrino beams [49].
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Table 4.2: Isotope spectrum parameters used in equation (4.7), with an in units of
[MeV−n] [46, 42].

Isotope a0 a1 a2 a3 a4 a5
235U 4.367 -4.577 2.100 -0.5294 0.06186 -0.002777
238U 0.4833 0.1927 -0.1283 -0.006762 0.002233 -0.0001536
239Pu 4.757 -5.392 2.563 -0.6596 0.07820 -0.003536
241Pu 2.990 -2.882 1.278 -0.3343 0.03905 -0.001754

Instead they are simply accounted for by taking advantage of recent measurements
of short baseline reactor νe IBD fluxes at the Daya Bay [50] and PROSPECT col-
laborations, which enabled a joint fit to be produced, with unfolded νe spectra from
the two primary isotope contributors [51]: 235U and 239Pu.

More specifically, these are the “emitted IBD spectra” for each isotope: the
expected number of IBD events one would detect at the source, per fission per unit
energy, with perfect detection efficiency. It also provides the smearing matrix A from
the unfolding process, that one would need in order to compare other antineutrino
spectra to this one, via

nIBD (Ei) =
∑
j

Aijn (Ej)σ (Ej) , (4.8)

where i and j label the antineutrino energy bins of the provided spectra.
Now, RAT simulates IBDs by taking in the antineutrino spectra n(Eν), so one

might want to compute this by unsmearing the IBD spectrum. However, A inverts
poorly since it is almost singular. So instead, the “smeared antineutrino spectrum”
is computed

ñ (Ei) ≡
nIBD (Ei)

σ (Ei)
=
∑
j

Aijn (Ej)
σ (Ej)

σ (Ei)
, (4.9)

so that when the IBD cross-section is added back in by RAT, the IBD spectrum is
recovered – including the smearing effect. The smearing is also quite small (A ≈ 1),
so its impact is minimal either way. Figure 4.2 shows a comparison of these new fit
spectra with the Huber model. The small excess around 5-6 MeV is clearly visible,
and thus folded into the analysis.

The joint fit paper provides covariance matrices for all the bin values in the 235U
and 239Pu spectra, including between both spectra, since they were unfolded from
the same data [51]. The Mueller model paper states uncertainties and a correlation
matrix for the 238U fit parameters [42], which are shown in the appendix, in table
A.2. From these, a covariance matrix for the 238U spectrum can be computed, using
the same bins as the fit 235U and 239Pu spectra. Lastly, the Huber model paper does
not provide uncertainties for the 241Pu parameters, due to high correlation making
them unsuitable for error propagation [46]. Being the smallest contributor to both
PWR (∼ 6%) and PHWR (∼ 1%) neutrino production, the uncertainty contribution
from 241Pu is simply ignored, assumed to be negligible.

43



4.3. OUTGOING REACTOR CORE FLUX CHAPTER 4. REACTOR IBDS

Figure 4.2: Emitted antineutrino spectra for 235U and 239Pu, comparing Huber
model to spectrum obtained from Daya Bay and PROSPECT collaborations’ joint
fit [51]

Energy Emission per Fission

The average energy emitted per fission is calculated using the reactor’s fission frac-
tions, and the energy emitted per fission for each isotope from figure 4.3, as described
in equation (4.5). For both reactor types considered, this amounts to

ϵPWR =(205.92± 0.03)MeV · fission−1,

ϵPHWR =(206.34± 0.03)MeV · fission−1,
(4.10)

where the uncertainty from the fission fractions was considered negligible, as ex-
plained previously.

Table 4.3: Energy emitted per fission for each fissile isotope [41].

Fissile Isotope i 235U 238U 239Pu 241Pu

ϵi [MeV] 202.36± 0.26 205.99± 0.52 211.12± 0.34 214.26± 0.33

Uncertainty

Combining all of these together, one can compute the emitted PWR and PHWR
spectra, per energy released. This also allows uncertainties to be properly propa-
gated and studied. To this end, the emitted IBD spectra of both are computed, since
the 235U and 239Pu spectra and their uncertainties are provided in this form. For the
other isotopes, the νe spectrum is multiplied by the IBD cross-section, though no
uncertainty is yet added from the latter. This cross-section will be covered in more
detail later. The spectra are shown in figure 4.3, using uncertainties, correlations,
and covariance matrices as described in each sub-section above.
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(a) Emission Spectra, with bin uncertainties.

(b) Energy bin correlation matrices.

Figure 4.3: Emitted antineutrino IBD spectra for PWR and PHWR cores, and
associated uncertainties.

It is clear from the correlation matrix in figure 4.3b that the energy bin uncer-
tainties are highly (and positively!) correlated with each-other – aside from a few
edge bins. Therefore, a simple overall scaling uncertainty for the whole spectrum
can be used, ignoring systematic uncertainties in the shape. Integrating both spec-
tra, the normalisation uncertainties for PHWR and PWR emission spectra are 3.1%
and 2.8% respectively. This almost entirely arises from the uncertainty in the un-
folded isotope spectra; the energy emitted per fission contributes negligibly to the
uncertainty.

4.3.3 Power Scaling

These emitted spectra per unit energy released must be multiplied by the thermal
power output of each core to obtain the true antineutrino emission spectrum: the
number of emitted antineutrinos per unit time. The designed thermal power output
Wdes of all nuclear reactor cores in the world can be obtained from the IAEA yearly
Operating Experience reports [52, 53]. For example, all 8 of Bruce’s reactor cores are
designed to output around 2500 to 2800 MW of thermal power. However, the power
output of reactors are not constant over time, they vary depending on electrical grid
demand, core repairs or fuel replacements. Sometimes the output even exceeds the
designed amount, generally no more than by a few percent.

Scaling factors S(t) must therefore be computed for each core. The IAEA reports
previously mentioned also provide loading factors (LF) for every reactor core in the
world, on a monthly basis. The LF of a core is defined as the ratio of its average
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electrical power output for that month to its reference electrical power output. This
reference electrical power output is the one produced at the designed thermal power
output. Therefore, if one assumes the electrical and thermal powers are proportional,
this LF is also the ratio of the true monthly to designed thermal powers, and so is
exactly the desired scaling factor. The time-dependent thermal power output is thus

W (t) = S(t)Wdes, (4.11)

on a monthly basis. In practice, over 99% of the incoming antineutrino flux comes
from North America (US and Canada), so only these are given monthly time-
dependence. Any cores outside of North America are given yearly time-dependence,
since only major changes such as reactors being built or turned off permanently have
any potential to impact the flux in a non-negligible way.

The three closest reactors make up around 60% of the incoming flux, and so
could benefit from more fine time granularity. Fortunately, these are all in the
province on Ontario, which provides hourly electrical outputs of all power plants via
the Independent Electricity System Operator (IESO) [54]. The capability of these
are also provided on an hourly basis. The units of the output and capability are
not fully known, and the capability can vary a little over time – particularly when
cores go offline or online. Therefore, the maximum capability in 2020 for each core
was chosen as its reference designed output. The ratio of the hourly output and
this designed output is then computed, and averaged over a day, since any more
granularity than this is unnecessary. This ratio is compared to the monthly LF
values from the IAEA, such as the example shown in figure 4.4. They were found
to agree very well in all cases, with deviations in the average monthly values never
exceeding 2%, and being around 0.2% on average. This average 0.2% deviation
is taken as an additional systematic uncertainty in the reactor antineutrino flux
normalisation.

Figure 4.4: Comparison of reactor scaling factors computed using Ontario (IESO)
power output data (daily, red) with those computed using IAEA loading factors
(monthly, blue), for Pickering core 1.
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Lastly, a note on how this scaling is implemented in RAT: 120% of the designed
flux of all reactor cores is used in MC simulations, to account for reactors sometimes
outputting more than their designed power. The scaling factors are then applied in
offline analyses, so that they can easily be modified. The effective scaling factors
used are thus related the true scaling factors such as the LF by a factor of 1.2:
SRAT(t) = S(t)/1.2. This effective scaling SRAT(t) is what is shown in figure 4.4.
Nevertheless, this detail is irrelevant to how the analysis works, and will not be
mentioned hereafter.

4.4 Event Detection

4.4.1 IBD Cross-Section

The oscillated antineutrino spectrum incident on the detector induces an IBD spec-
trum - what is actually measured, ignoring the detector response - via a convolution
with the IBD cross-section. Only the IBD cross-section on hydrogen is considered
here, since the threshold energy for larger nuclei is too high for most of the incoming
antineutrinos; it would require converting any other reasonably abundant element
to a less stable isotope, or breaking up the nucleus entirely. Hydrogen is also the
most abundant element in the liquid scintillator. Fortunately, this makes the cross-
section calculation much simpler in terms of the nuclear form factors. A historical
review of this calculation is given in Ref. [55], while Ref. [56] provides a summary of
various approximations, and their associated uncertainties. These approximations
are generally valid for either low (≲ 60MeV) or high (GeV range) energies, though
the latter paper also produces a more accurate expression valid across the whole
energy range. For the case of reactor antineutrinos, the low energy approximation
from Ref. [57] is more than accurate enough, as will be seen in the error analysis
below.

A walk-through of the calculation of a low-energy approximation is presented first
below, to gain a more qualitative understanding of the process, as well as how the
neutron lifetime enters the calculation. An expansion of the positron energy in terms
of nucleon masses is then provided, laying the groundwork for a description of the
more accurate differential cross-section by Ref. [57]. The author’s own calculation
of the total cross-section then follows. This subsection is finished off by a discussion
of the quantities entering the calculation and their respective uncertainties.

Low Energy Approximation

Fermi Theory Looking at the IBD’s Feynman diagram in figure 4.1, one can see
that it involves the leptonic Weak nuclear interaction term from the Lagrangian 2.3,
as well as the similar term for up and down quarks,

Lint = i
gW

2
√
2

[
ν̄e��W

(
1− γ5

)
e+ V ∗

udd̄��W
(
1− γ5

)
u+ h.c.

]
. (4.12)

V is the Cabibbo–Kobayashi–Maskawa (CKM) matrix governing the flavour mixing
between quarks – in the same way the PMNS matrix does for neutrinos and charged
leptons – so that Vud describes the mixing between up and down quarks. The reason
the CKM matrix is present here, but the PMNS matrix is not, is that quark flavours
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are all defined according to their respective mass states while neutrino flavour states
are chosen to match their respective charged leptons. Essentially the PMNS matrix
was chosen to appear in the neutrino’s mass terms instead of here. One can find the
associated second-order transition amplitude via effective 4-fermion Fermi theory,
due to the low energies involved (Eν ≪MW ), so that

Ap,νe→n,e+ = −izGF√
2
V ∗
ud

[
v̄sνe (pνe)γ

µ
(
1− γ5

)
vse(pe)

] [
ūsn(pn)γµ

(
f − gγ5

)
usp(pp)

]
,

(4.13)
where z includes all energy-independent inner radiative corrections, GF is Fermi’s
constant, and us(p) and vs(p) are the spinor and anti-spinor fields introduced in
(2.9). The proton and neutron 4-momenta are used here to account for the fact
that the up and down quarks are not free, but are merely the valence quarks in
their respective hadrons [4]. f and g are the effective vector and axial coupling
constants respectively, introduced to quantify the incalculable effects of the strong
force and the hadrons’ internal structures. These only work in the low-energy limit,
such as for neutron decay or approximately for low-energy IBDs. Outside this limit,
these must be replaced by more complex terms, involving other quantities such as
the nucleon anomalous magnetic moment, for the most accurate calculations [4].
This is an example of the so-called V-A (vector-axial) structure used to described
weak interactions. The weak leptonic interaction between the antineutrino and the
positron has the same structure, but with f = g = 1 identically, due to being
an interaction of purely left-handed Weyl spinors not part of any bound states, as
previously discussed in section 2.3.1.

To lowest order in the nucleon mass, one can show that this yields the differential
cross-section (

dσ

dcosθ

)(0)

=
σ0
2

E2
ν

ve

[
(f + g)2 +

(
f 2 − g2

)
vecosθ

]
, (4.14)

where ve = |p⃗e|/Ee, θ is the angle between the incoming antineutrino and the out-
going positron,

σ0 = z2
G2

F cos2θC
π

, (4.15)

and |Vud|2 = cos2θC is the Cabibbo angle.

Using Neutron Decays The constants in σ0 have been measured primarily using
neutron decays, since the interaction cross-section is identical, aside from differing
kinematics. This is called crossing symmetry, and can be seen either by comparing
their Feynmann diagrams, or by looking at what they represent: transition ampli-
tudes. The neutron decay transition amplitude is almost identical to 4.13, with just
a few tweaks

An→p,e,ν = −izGF√
2
V ∗
ud

[
ūse(pe)γ

µ
(
1− γ5

)
vsν (pν)

] [
ūsp(pp)γµ

(
f − gγ5

)
usn(pn)

]
,

(4.16)
which one can similarly show yields a formula for the neutron lifetime of the form
[4]

τn =
2π3 (f 2 + g2)

−1

G2
F cos2θCm5

ef
R
p.s.z

2
, (4.17)
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where fR
p.s. is the dimensionless phase-space integral, taking into account Coulomb,

weak magnetism, recoil, and outer – but not inner – radiative corrections [58].
One can therefore write the σ0 constant directly in terms of the measured neutron

lifetime, as

σ0 =
2π2 (f 2 + g2)

−1

τnm5
ef

R
p.s.

, (4.18)

absorbing all the inner radiative corrections into a quantity which is affected by
them in the same way.

Antineutrino and Positron Energies

Before discussing the full cross-section formula, some kinematic quantities are con-
sidered. In the lab frame, the incoming electron antineutrino interacts with a proton
assumed to be at rest, producing a neutron and a positron. With the usual approx-
imation that the antineutrino is massless, one can show that

Eν =
1

2Mp

[
2EeEn +M2

n −M2
p +m2

e − 2p⃗e · p⃗n
]
, (4.19)

from which one can determine the minimum antineutrino energy needed to trigger
the decay,

Emin
ν =

(Mn +me)
2 −M2

p

2Mp

≈ 1.806 MeV. (4.20)

This is approximately the difference between the neutron and proton masses, as one
might expect. Now, rearranging (4.19) to a formula for Ee, and using the angle
between the incoming antineutrino and outgoing positron momenta θ, one finds

Ee =
1

En

[
Mn (Eν −∆)− EeEν (1− vecosθ) + Eν (Ee −∆)− E2

e +
1

2

(
∆2 +m2

e

)]
,

(4.21)
where ∆ = Mp −Mn. Expanding Eν

En
in orders of Eν

Mn
, one can find the zeroth and

first order approximations for the positron energy

E(0)
e = Eν −∆, (4.22)

and
E(1)

e = E(0)
e

[
1− Eν

Mn

(
1− v(0)e cosθ

)]
− y2

Mn

, (4.23)

where y2 = 1
2
(∆2 −m2

e). These are referenced in the cross-section calculation below,
and the first order formula is used in simulations. Note however, that this can
occasionally allow for energies below me. Any such positrons are instead simulated
with an energy of me to maintain physicality.

The Differential Cross-Section

As previously mentioned, the SNO+ experiment uses the differential cross-section,
to first order in Eν/M , where M is the nucleon mass, from [57]. This is given by(

dσ

dcosθ

)(1)

=
σ0
2

[(
f 2 + 3g2 +

(
f 2 − g2

)
v(1)e cosθ

)
E(1)

e p(1)e − Γ

M
E(0)

e p(0)e

]
, (4.24)
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where

Γ = 2 (f + f2) g

[(
2E(0)

e +∆
) (

1− v(0)e cosθ
)
− m2

e

E
(0)
e

]
+
(
f 2 + g2

) [
∆
(
1 + v(0)e cosθ

)
+

m2
e

E
(0)
e

]
+
(
f 2 + 3g2

) [(
E(0)

e +∆
)(

1− 1

v
(0)
e

cosθ
)
−∆

]
+
(
f 2 − g2

) [(
E(0)

e +∆
)(

1− 1

v
(0)
e

cosθ
)
−∆

]
v(0)e cosθ,

(4.25)

with all the same variable definitions as previously, and f2 = µ̄p−µ̄n is the anomalous
nucleon isovector magnetic moment. This approximation works extremely well at
the energies of interest – higher order corrections contribute negligible uncertainty
compared to that introduced by the σ0 normalization constant, described below.
It is also computationally faster than the more precise formula in [56], hence its
use in simulations at SNO+. As for higher order Feynman diagram contributions,
these would be suppressed by an additional factor of G2

F , contributing even less
uncertainty.

The Total Cross-Section

To compute the total expected IBD flux, the differential cross-section must be
integrated over all cosθ ∈ {−1, 1}, to obtain the total cross-section. Note that
Γ = Γ(cosθ) and E

(1)
e = E

(1)
e (cosθ) have cosθ-dependence, so p(1)e = p

(1)
e (cosθ) and

v
(1)
e = v

(1)
e (cosθ) do too, while the zeroth order quantities do not. Further notice

that any odd power of cosθ will integrate to zero, since it is antisymmetric about
cosθ = 0. Using this and the following facts

v(1)e E(1)
e p(1)e = E(1)2

e −m2
e,

dcosθ

dE
(1)
e

=
M

p
(0)
e Eν

, (4.26)

as well as only keeping terms up to first order in Eν

M
, one can show that

σ(1) = σ(0)

(
1 +

Γ

M

)
, (4.27)

where
σ(0) =

2π2

m5
ef

R
p.s.τn

E(0)
e p(0)e , (4.28)

and

Γ =
2

(f 2 + 3g2)

[
g (f + g + f2) (∆− 2Eν) +

m2
e

E
(0)
e

(
gf2 −

1

2
(f − g)2

)]
−
(
1 +

1

v
(0)2
e

)(
Eν −

y2

E
(0)
e

)
.

(4.29)

Indeed, even the original differential cross-section (4.24) technically had some higher
than first order terms from E

(1)
e p

(1)
e . In the limit Eν

M
→ 0 this reduces to the zeroth
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order total cross-section σ(0), matching up with the previous calculation in (4.14), if
the neutron is at rest (|p⃗n|/|p⃗e| → 0), which is also implied by the low energy limit.
Lastly, one should bear in mind that the differential cross-section must still be used
to simulate positrons with the correct energy distribution, since E(1)

e depends on
cosθ.

Constants and Uncertainty

Recall the normalisation constant can be defined either according to GF , cosθC and
the inner radiative corrections z2 = 1 − ∆R

inner (4.15), or according to the neutron
life time τn and its associated phase space integral fR

p.s. (4.18). To choose which
definition to use, one must look at how the quantities are measured. The Cabibbo
angle θC is taken from measurements of Vus via Kaon semi-leptonic decay (Kl3), and
from nuclear and neutron decays [56]. These two measurements only agree at the
2.2σ level, increasing the uncertainty in θC . Meanwhile, the ratio g/f and ∆R

inner are
also measured from neutron decay experiments, and have to take cosθC and τn as
known parameters in their calculations. For examples on measuring ∆R

inner, see [59]
or [60], of which the former also uses results from β decays of larger atoms (there
appears to be quite a spread of values between different atoms). It was thus decided
to simply use the neutron lifetime measurement directly, since it only involves a free
neutron and proton just like the IBDs considered here, and cuts away the complex
correlations and tensions between some of these measurements, particularly as some
are updated over time. The neutron decay time is [61]

τn = (879.4± 0.6) s. (4.30)

Now turning to the other constants involved, f = 1 by definition (ignoring
isospin-breaking corrections, which are negligible [56]). As mentioned above, the
value of g (technically the ratio g/f) comes from neutron decay measurements,
yielding [62]

g = 1.27641± 0.00056. (4.31)

as does the phase space factor, so that [58]

fR
p.s. = 1.71517± 0.00009. (4.32)

The anomalous nucleon isovector magnetic moment f2 is defined according to the
the anomalous magnetic moments of the proton and neutron, in units of the nu-
cleon magentic moment. From [6], the proton and neutron magnetic moments are
µp = 2.7928473446± 0.0000000008 and µn = −1.9130427± 0.0000005, whereas the
expected Dirac particle magnetic moments are 1 for the proton and 0 for the neu-
tron. Subtracting these from the measured magnetic moments gives the anomalous
magnetic moments, and the difference between these defines f2 = µ̄p − µ̄n, so that

f2 = 3.7058900± 0.0000005. (4.33)

Lastly, the electron mass and proton masses are also taken from [6]

me = (0.51099895000± 0.00000000015)MeV, (4.34)

Mp = (938.27208816± 0.00000029)MeV, (4.35)

51



4.4. EVENT DETECTION CHAPTER 4. REACTOR IBDS

and the proton mass is used as the nucleon mass, since the difference between Eν/M
and Eν/Mp is of order Eν/M

2.
Propagating these uncertainties, one finds an uncertainty in the zeroth order total

cross-section of 0.07%, primarily from the neutron lifetime. The extra quantities
involved in the differential cross-section do not greatly change this, and neither do
terms of higher order in Eν/M , simply due to the energies involved. The authors of
[56] consider the uncertainties from both definitions of σ0, and provide a conservative
estimate of the uncertainty, which is adopted for this work

σσIBD = 0.4%, (4.36)

and will turn out to be a sub-dominant source of uncertainty either way.

4.4.2 The Target Protons

Scintillator Density

The number of protons in a chosen SNO+ detector volume is directly proportional
to the scintillator density, which itself depends on temperature and pressure. It must
therefore be carefully determined to eliminate it as a primary source of uncertainty.
Such a measurement was performed by B. Tam in the summer of 2022, in Snolab’s
underground laboratory, for various scintillator temperatures, as shown in figure
4.5. The air pressure during these measurements was 0.12 MPa, and variations in

Figure 4.5: Density measurements of SNO+ sinctillator samples taken with the
Anton Paar DMA 35 portable density and concentration meter, at regular 0.1◦C
intervals in the 5.8◦C to 20◦C and 20.3◦C to 28◦C ranges. Uncertainties in these
measurements are displayed as blue and red bands. A linear fit is overlain, along
with published Daya Bay scintillator density measurements for comparison [63, 64].

this (±5%) are expected to have a negligible impact. A linear fit was applied to
this data, providing the following temperature dependence of the liquid scintillator
density,

ρ(T )[g/cm3] = −0.00070831× T [◦C] + 0.87122, (4.37)
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where T is the temperature [63]. This fit appears in excellent agreement with mea-
surements of Daya Bay’s similar LAB based scintillator, even at differing pressures.
The linear fit had a coefficient of determination of R2 = 0.9833, indicating an excel-
lent fit, while the datapoints had errors of around 0.2% or less. The fit itself thus
contributes negligibly to uncertainty in the number of protons.

The temperature inside the AV cannot be measured directly, so the temperature
of the external water is measured instead, with sensors mounted onto the PSUP at
various positions. These display temperatures ranging from 12◦C at the bottom of
the PSUP, to 18◦C at the top, with an average of around 15◦C towards the middle.
These temperatures are quite stable, very rarely exceeding variations of ±1◦C over
time. The scintillator density at 15◦C is used in this analysis, with a conservative
uncertainty of ±3◦C, so that

ρ = (0.8606± 0.0021) g/cm3, (4.38)

which is a 0.24% uncertainty. Also, it must be noted that RAT uses the density
at 12◦C (0.8627 g/cm3), so a scaling of 0.24% must be applied to any simulation
results that depend on this.

Hydrogen Fraction

The obtain the proton density from this, one must compute the hydrogen mass
fraction of the liquid scintillator cocktail. As discussed in section 3.2, the SNO+
scintillator is made up primarily of LAB, with 2.2g/L of PPO, and also O(1) mg/L
or less of bis-MSB (1,4-bis(2-methylstyryl)benzene) and BHT (butylated hydroxy-
toluene), depending on the time. Fortunately, the quantity of bis-MSB and BHT
renders them completely negligible in this calculation.

The 2.2g/L of PPO translates to a mass fraction of αPPO = 0.253% of the
scintillator cocktail, while PPO has a hydrogen mass fraction of fPPO = 5.01%. The
SNO+ LAB is made up of various carbon chains, listed in table 4.4. Bringing this
all together, the scintillator’s hydrogen mass fraction is

f = 12.17%, (4.39)

and although an uncertainty is difficult to estimate, it is almost certainly negligible.
Due to the similarity in the carbon chains’ hydrogen mass fractions fi (especially
the two dominant ones), even an uncertainty in all their mass fractions αi of 100%,
far beyond the manufacturer’s limits, would produce only a 0.45% uncertainty in f .
This is while enforcing the normalisation condition

∑
i αi = 1, which must hold by

definition. Likewise, an uncertainty in αPPO of 100%, once again very far beyond
any reasonable uncertainty in the mass of loaded PPO, only results in an uncertainty
of 0.27%. A dedicated measurement of the hydrogen and carbon fractions of the
scintillator has not been performed however, but would be advantageous to confirm
this calculation and assign a definite uncertainty to it.

Therefore, combining this hydrogen mass fraction with the previously computed
scintillator density, and a hydrogen atomic mass of 1.0078 amu [66], the proton
density in SNO+ liquid scintillator is

nH = 6.251× 1028m−3 ± 0.3%, (4.40)
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Table 4.4: Mass fractions of carbon chains in SNO+ LAB (αi) and the manufac-
turer’s stated limits on these [65], along with the hydrogen mass fractions for each
chain (fi).

Carbon chain αi (%) fi (%) Manufacturer limits

C15H24 0.9 11.85 < 3%
C16H26 18 12.01 < 25%
C17H28 45.5 12.15 (C16H26 + C17H28) > 50%
C18H30 30.4 12.28 > 25%
C19H32 5.2 12.39 < 15%

where a conservative 0.3% uncertainty is assigned, which is negligible. It turns out
that only events inside a volume defined by a 5.7m sphere centered on the centre of
the detector are considered, to reduce backgrounds. The reason for this is explained
in chapter 6. The total number of target protons is thus

NH = 4.849× 1031 ± 0.3%. (4.41)

The uncertainty of events’ reconstructed positions is roughly 10 mm [67], though
it is assumed that this affects both real data and MC simulation in the same way.
Therefore, this is accounted for in the tagging efficiency calculation of chapter 6.
The volume itself thus does not contribute any systematic uncertainty, though a
more careful consideration of this last point should be carried out in the future.

4.5 Summary
Putting all this together, one can compute the expected reactor IBD spcectrum
at SNO+, ignoring for now the impact of detection efficiency and neutrino oscil-
lation. This is shown in figure 4.6 – in neutrino energy, since the conversion to
the detected prompt energy is performed event-by-event in RAT’s MC simulations,
incorporating reconstruction and detection efficiency effects. The expected prompt
energy spectrum will be shown in the Backgrounds chapter, in the context of cuts
and detection efficiencies. However, to first order, these two energies are related by
E = Eν − 1.29[MeV], as described previously. Nevertheless, this integrates to an
expectation of 58.9 reactor IBDs for the run period under consideration, where the
flux contributions from PHWRs and PWRs are split roughly 56% to 44%, due to
their real-time power scalings. Finally, note that some real-time scaling informa-
tion was not available for some reactors at the time of this analysis, so the overall
normalisation is liable to change slightly as that becomes available.

The only non-negligible uncertainty on this is an overall normalisation uncer-
tainty, as discussed previously. The combination of all the contributions to this is
shown in table 4.5. The PHWR and PWR uncertainties are quite similar, around
3%. Aside from the 0.2% power scaling uncertainty, the uncertainties are all fully
correlated for all reactor core sources. Lastly, the effect of the conversion from
antineutrino energy to positron energy is effectively an energy shift and an order
O(1/M) smearing. This, in combination with the residual energy scaling and smear-
ing from reconstruction have a negligible impact on the normalisation, and so do
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Figure 4.6: Expected reactor IBD spectrum at SNO+, in antineutrino energy, ig-
noring neutrino oscillation, detector and tagging efficiencies, during the 134.5 days
of this analysis.

not contribute to its uncertainty. Therefore, a single 3% normalisation uncertainty
for all reactor IBDs is employed in this analysis

Table 4.5: Reactor IBD normalisation uncertainties.

Source Uncertainty [%]
PHWR PWR

Isotope spectra 3.1 2.8
Power scaling 0.2

IBD cross-section 0.4
Number of protons 0.3

Total 3.1 2.9
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Chapter 5

Neutrino Oscillation Phenomenology

“Home is behind, the world ahead,
And there are many paths to tread
Through shadows to the edge of night,
Until the stars are all alight.”

The Lord of the Rings, J.R.R. Tolkien

5.1 Introduction
The reactor IBD flux and spectrum detected at SNO+ is greatly affected by neutrino
oscillation, which is why oscillation can be measured using them. This chapter delves
into the details of the approximations and phenomenology of neutrino oscillation,
and the history of their measurements, particularly as they pertain to the setup at
SNO+. The general νe survival probability in vacuum formula (2.24) was shown
already in chapter 2, as an introduction to the topic. Written out explicitly here in
terms of the usual PMNS matrix parametrisation,

Pνe→νe(L,E) = 1− 4

[
(s12c12)

2 c413sin
2

(
∆m2

21

L

4E

)
+ (s13c12c13)

2 sin2

(
∆m2

31

L

4E

)
+ (s13s12c13)

2 sin2

(
∆m2

32

L

4E

)]
,

(5.1)

it serves as the starting point for what follows. In this chapter, E refers only to
(anti)neutrino energy, while L is the baseline as usual.

The long and short baseline approximations are covered first, followed by an
introduction to the impact of propagation through matter. Some of the history of
neutrino oscillation measurements is then reviewed, to explain the current status
of relevant parameter measurements. A novel calculation is then presented which
includes the effects of (anti)neutrinos travelling through constant non-zero mat-
ter density, providing a more accurate and fast survival probability calculation for
SNO+.
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5.2 Baseline Approximations in Vacuum
Notice that equation (5.1) oscillates over L/E, with different wavelengths given by
4π/∆m2

21, 4π/∆m2
31 and 4π/∆m2

32. However, only two of these mass differences
are independent by definition, and in practice ∆m2

21 is far smaller than the other
two: ∆m2

21 ≪
∣∣∆m2

31

∣∣ ≈ ∣∣∆m2
32

∣∣. Therefore, these are often referred to as two
mass differences: the solar and atmospheric mass differences, respectively, after how
they were originally measured, so that ∆m2

SOL ≪ ∆m2
ATM . So far this and other

measurements allow for two possible mass orderings [4], shown in figure 5.1.

Figure 5.1: Possible mass orderings

The oscillation this produces is shown in figure 5.2a, where one long wave-
length and one short wavelength are most obvious, corresponding to 4π/∆m2

21 ≈
33 km · MeV−1 and 4π/∆m2

31 ≈ 1 km · MeV−1. These very different scales neces-
sitate different experimental setups to be most sensitive: long baseline and short
baseline experiments. In short baseline experiments, the detector is placed close to
the source, so that the longer oscillation has no impact. In long baseline experi-
ments, the detector is placed much further away, where the small-scale oscillation
becomes averaged out and negligible by comparison.

In these regimes, one can derive the approximate behaviours from (5.1), so that
for long baselines

Pνe→νe(L,E) = 1− 1

2
sin2 (2θ13)− sin2 (2θ12) c

4
13sin

2

(
∆m2

21

L

4E

)
, (5.2)

where the ∆m2
31 and ∆m2

32 oscillation terms were averaged over via ⟨sin2θ⟩ = 1
2
. This

shows that long baseline experiments are also most sensitive to θ12 out of all the
mixing parameters, particularly since sin2 (2θ13) happens to be close to zero, as will
be discussed shortly. One can additionally compute a short baseline approximate
formula by using ∆m2

32 = ∆m2
31−∆m2

21, followed setting any sin
(
∆m2

21
L
4E

)
= 0 and

cos
(
∆m2

21
L
4E

)
= 1. Recall, there are only two independent mass differences between

three masses. With some trigonometric identities one can show that this becomes

Pνe→νe(L,E) = 1− sin2 (2θ13) sin2

(
∆m2

31

L

4E

)
, (5.3)
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(a) Oscillation across L/E scales, with the full
three-flavour calculation, and the two-flavour
long and short baseline approximations.

(b) Oscillation across baselines, inte-
grated over expected IBD spectrum at
SNO+, from figure 4.6. Approximate
distances to the nearest three nuclear re-
actors are also shown for reference.

Figure 5.2: Vacuum oscillation probabilities, using PDG 2022 values [6].

from which it is evident that short baseline experiments are instead only sensitive
to the θ13 mixing angle.

In either of these two baseline approximations, the three-flavour oscillation has
been reduced to two-flavour oscillation with new effective mixing angles. Also notice
that they are completely insensitive to the mass ordering, due to the mass differences
only appearing in sin2() terms, and the previously mentioned

∣∣∆m2
31

∣∣ ≈ ∣∣∆m2
32

∣∣
approximation. More precise calculations with the full three-flavour formula must be
used to see the small differences this produces. Alternatively, the impact of very high
mass densities can be leveraged, as will be described later. Short baseline appearance
probabilities (i.e. the transition from one flavour to a single other flavour) could also
potentially show sensitivity to this. Regardless, the above approximations are also
displayed in figure 5.2a, where one can see that as a result, the small θ13 governs
the short baseline oscillation amplitude, while the larger θ12 governs the amplitude
of the long baseline oscillation.

With the closest three nuclear reactors to SNO+ being around 240km and 350km
away, and making up roughly 60% of the incoming antineutrino flux (centered around
3-5 MeV), the SNO+ detector is a sensitive long baseline detector. This can be seen
in figure 5.2b, where the survival probability was integrated over the expected IBD
spectrum from the previous chapter. The closest reactors are around the “second
peak”, or dip in this case, showing sensitivity of the flux normalisation to ∆m2

21 before
the survival probability gets averaged out to roughly 0.54 beyond around 500km.
This value is obtained when the long baseline formula (5.2) is further averaged out
over L/E, producing

⟨Pνe→νe⟩ = s413 + c413

[
1− 1

2
sin2 (2θ12)

]
≈ 0.54. (5.4)

This occurs with small averaging over E at large L such as shown in figure 5.2b,
or when averaged over large enough E or L, as will be the case for geo-neutrinos
covered in the next chapter.

The sensitivity of SNO+ goes beyond this however: since these reactors are
at a critical distance form the detector, antineutrinos at different energies have
drastically different survival probabilities. This means the IBD spectrum’s shape is
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greatly sensitive to ∆m2
21, far more than its overall scale. Examples of the impact

of changing ∆m2
21 on the IBD spectrum are shown in figure 5.8b. Meanwhile, θ12

has the larger impact on the flux scale, making SNO+ sensitive to both parameters
in complementary ways: ∆m2

21 by spectral shape, and θ12 by total flux.

5.3 Matter Effects
All the oscillation calculations and arguments above have assumed that neutrinos are
travelling through a vacuum, when in many realistic cases they traverse a great deal
of matter, either in the Earth, the Sun, or interstellar dust. From basic dimensional
arguments, one can show that the cross section for incoherent scattering of neutrinos
is of the order σ ∼ G2

F s, just like the IBD cross-section computed in the previous
chapter. As such, it is exceedingly rare in almost all realistic cases, requiring neutrino
energies of at least 105 GeV inside the Earth, or neutron star densities at the MeV
scale, to be non-negligible [4]. Instead, it is coherent forward elastic scattering that
turns out to have a measurable impact, acting as a refractive index that modifies
neutrino oscillation, as will be shown below.

5.3.1 Theoretical Motivation

Recall that in the previous derivation of neutrino oscillations, only the free La-
grangian was used to construct the free spacetime translation operator P̂ µ

0 (2.16).
Strictly speaking, one should use the full Lagrangian, including what leads to the
interaction terms, so that

∂µ|να(x)⟩ = P̂ µ|να(x)⟩

=
(
P̂ µ
0 + P̂ µ

I

)
|να(x)⟩

≈
(
P̂ µ
0 +

〈
Aν→ν

〉)
|να(x)⟩,

(5.5)

where
〈
Aν→ν

〉
is the average effective interaction amplitude, caused by coherent

forward elastic scattering in matter. In non-exotic matter these can only be the two
processes in figure 5.3, since the initial and final states are required to be identical,
and only the lowest order interaction vertices need be considered. These CC and
NC transition amplitudes can be computed similarly to the IBD one from equation
(4.13). In the low energy limit of Fermi theory, all these vertices have the same
vertex coupling, except that the CKM matrix drops out: for the CC branch because
no quarks are involved, and for the NC branch because the Z boson does not lead to
flavour mixing. The effective vector and axial coupling constants f and g also need
to be adapted to the particular fermions in question. Aside from these caveats, one
can simply replace the relevant spinors in one of the vertex terms of (4.13), so that

ACC = −iGF√
2

[
v̄sνe (pνe)γµ

(
1− γ5

)
vse(pe)

] [
v̄se(pe)γ

µ
(
1− γ5

)
vsνe (pνe)

]
,

ANC = −iGF√
2

∑
α=e,µ,τ

[
v̄sνα (pνα)γµ

(
1− γ5

)
vsνα (pνα)

]
×
∑

β=e,p,n

[
v̄sβ(pβ)γ

µ
(
fβ − gβγ

5
)
vsβ(pβ)

]
.

(5.6)
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The NC amplitude was summed over all possible particle combinations, and the
radiative correction factor was simply set to z = 1, since such high accuracy is not
required in this case. Averaging over all the particles in the matter medium, setting
their initial and final spins equal, and taking into account their statistical energy
distribution in matter, one can show that the neutrinos feel an overall potential [4]

〈
Aν→ν

〉
|να⟩ = −iVα|να⟩, Vα = ±VCCδαe + VNC =

√
2GF

(
±Neδαe −

1

2
Nn

)
, (5.7)

where Ne and Nn are the electron and neutron densities in matter respectively. The
± is positive for neutrinos and negative for antineutrinos. The NC contributions
from protons and electrons cancel out in regular matter.

νe
e−

e− νe

νe, νµ, ντ
νe, νµ, ντ

e−, p, n e−, p, n

W
Z

Figure 5.3: Tree level Feynman diagrams that lead to neutrino forward coherent
elastic scattering processes in non-exotic matter, showing charged current (CC, left)
and neutral current (NC, right) processes [4].

Now, notice that the interaction operator acts on the flavour eigenstates, while
the free spacetime translation operator acts on the mass eigenstates, creating a
complicated differential equation. Multiplying the left of (5.5) by ⟨νβ|, the evolution
equation for the transition amplitude ψαβ(x) = ⟨νβ|να(x)⟩ can be computed [4]

i
d

dx
Ψα = HFΨα, (5.8)

where

Ψα =

ψαe(x)
ψαµ(x)
ψατ (x)

 , HF =
1

2E

(
UM2U † + A

)
, (5.9)

M2 =

0 0 0
0 ∆m2

21 0
0 0 ∆m2

31

 , A =

ACC 0 0
0 0 0
0 0 0

 , ACC = ±2EVCC = ±2
√
2EGFNe.

(5.10)
Notice that the NC potential was removed since it affects all flavours equally, and
is thus an arbitrary re-phasing of neutrino states. Furthermore, it is still only the
mass splittings that come into play, not the mass values themselves.
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5.3.2 Two-Flavour Approximation

Limiting oneself to electron neutrinos mixing with only one other flavour is useful
to gain a qualitative idea the effects this matter potential has. A clear derivation
and discussion is presented in Ref. [4], from which a couple main results are laid
out here. The neutrino oscillation behaviour with mixing anlge θ and mass splitting
∆m2 depends on the so-called adiabaticity parameter

γ =
(∆m2

M)
2

2Esin (2θM) |dACC/dx|
, (5.11)

which is a measure of magnitude of electron density variation compared to the
effective mass splitting ∆m2

M , where

∆m2
M =

√
(∆m2cos (2θ)− ACC)

2 + (∆m2sin (2θ))2,

tan (2θM) =
tan (2θ)

1− ACC

∆m2cos(2θ)

.
(5.12)

If γ ≫ 1, the neutrino evolution is said to be adiabatic. In this case, the electron
(anti)neutrino survival probability is simply governed by the standard two-flavour
formula

Pνe→νe(L,E) = 1− sin2 (2θM) sin
(
∆m2

ML

4E

)
, (5.13)

with the effective mixing angle and mass splitting defined above. From equations
(5.12) it is clear that the effective mixing can become maximal θM = π/4 at a
particular resonant electron density obeying ACC = ∆m2cos (2θ), which can lead
to total flavour conversion if the particular density region is large enough. This
is known as the Mikheyev-Wolfenstein-Smirnov (MSW) effect. Such total adiabatic
flavour conversion can occur inside the sun (discussed in section 5.4.2), in which case
the two-flavour long baseline approximation can be used. Notice that whether this
resonance is possible, and its energy dependence, depend on whether θ is above or
below π/4, on the sign of ∆m2, and on whether these are neutrinos or antineutrinos.

If the adiabaticity assumption does not hold, some other approximations are still
possible, in particular regimes, as discussed again in [4]. Otherwise, numerically
solving the two or three flavour evolution equation is required.

5.3.3 Three-Flavours

There are many ways to approach the full three-flavour problem, which have already
been written about extensively. A sample is shown here for context. First, the mass
hierarchy can be exploited to separate out the contributions of each mass difference,
as described above. The rest of this section is lifted almost verbatim from the
author’s paper on the topic [10].

If the background matter density varies too quickly, or one mass difference does
not totally dominate, one must keep track of all the transition amplitudes. Refs. [68]
and [69] use diagonalisation to compare with the vacuum case and determine the ef-
fective mass difference and mixing angles in matter. This is the standard approach,
including numerical techniques: numerically diagonalise at each iteration of the evo-
lution equation [70, 71]. Meanwhile, Ref. [72] uses Lagrange’s formula to determine
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the evolution operator

U(L) =
∑
n

[∏
m ̸=n

HF − Em1
En − Em

]
exp

(
−iE

2
nL

2E

)
, (5.14)

where En are the three eigenvalues of HF , with rather involved expressions provided
for constant matter density. The expression is written here explicitly due to its
similarity with what will be shown later on. For its part, Ref. [73] uses the Cayley-
Hamilton theorem to decompose the evolution operator into a linear combination of
second order polynomials of mixing matrices, with analytic expressions for these ma-
trices as well as their coefficients. Recently, Ref. [74] used the eigenvector-eigenvalue
identity to derive relatively simple formulae for the effective mixing angles and CP
violating phase, along with perturbative approximations of these and mass differ-
ences, which can be used in the vacuum expressions as normal. A summary of many
of these exact and approximate techniques can be found in Ref. [75], along with very

useful accuracy and speed comparisons in the context of long baseline
(−)
ν e appear-

ance experiments. Ref. [76] provides an elegant generalisation to (3 + N) neutrino
flavours, and a generic matter potential that can include non-standard interactions
(NSI). The effects of the sterile neutrinos and NSI are studied both together and
independently. These last two papers also make their codes available via public
GitHub repositories, referenced therein.

Lastly, two recent papers [77, 78] compute a general form for the evolution oper-
ator (assuming constant matter density) in terms of a Gell-Mann basis and structure
constants, using methods from Ref. [73]. The first paper then derives perturbative
expansions for particular electron density profiles in the Earth, while the second
formulates a general method to compute the oscillation probability of any general
time independent Hamiltonian for two or three active neutrino flavours. The initial
approach of these will be used as the starting point in the development of a novel
algorithm described in section 5.5, also taken from the author’s paper. Before that
however, the following sections are not from the paper.

5.3.4 Application to SNO+, the Electron Density

Even though the SNO+ detector acts as a long baseline reactor neutrino detector,
the full three flavour oscillation formula is used for more accuracy in its oscillation
analysis. However, reactor neutrinos necessarily travel through some amount of the
Earth’s interior before reaching the detector. It is therefore desirable to either im-
prove this three-flavour calculation to include matter effects, or at the least quantify
their impact.

This impact depends directly on the traversed electron density, which itself de-
pends on the depths reached by the antineutrinos. To estimate this depth, a spherical
Earth is assumed with radius RE, the SNO+ detector at a depth δ below the surface,
and a nuclear reactor at a distance P away from the SNO+ detector’s surface loca-
tion, along the Earth’s surface. For such a setup, one can show that the maximum
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depth reached by a straight line between the rector and the detector is given by

d = RE

1− (RE − δ) sin
(

P
RE

)
√
δ2 + 4RE (RE − δ) sin2

(
P

2RE

)
 . (5.15)

Now over 60% of the reactor antineutrino flux at SNO+ comes from 350 km away or
less, and the detector is roughly 2 km underground, for which the maximum depth
reached is 3.5 km. This is well within the Earth’s crust, which is at least 40km thick
around that area [79]. In fact, the furthest a nuclear reactor can be with its neutrinos
never going below 40 km in depth is roughly 1410 km. The area encompassed by
this is shown in figure 5.4a, including a great deal of the North American reactors,
which amount to over 95% of the incoming reactor antineutrino flux at SNO+.

Looking at the crust compositions in [80], its average density is ρ ≈ 2.7 g/cm3,
and the average ratio of protons to nucleons is ⟨N/A⟩ ≈ 0.5. Using an average
nucleon mass of mA ≈ 1.66 × 10−24 g, the electron density can be related to these
quantities via

Ne = ⟨N/A⟩ ρ

mA

, (5.16)

so that finally
ACC

E
≈ 2.05× 10−7

(
eV2

MeV

)
. (5.17)

Variations in this density are rather small [79], especially increases. So for a range
of energies between 1 MeV and 10 MeV, and the largest mass splitting around
2.5 × 10−3 eV2, ACC ≪ ∆m21,∆m31 is clearly subdominant. The biggest variation
might be a drop of up to 2/3 if the neutrinos traverse a significant amount of water.
The closest reactor complex, Bruce, is located on the edge of lake Huron, which
stands between it and SNO+. However, it turns out to at worst only briefly skim
the shallow (≈ 60 m) edge of the lake at the start of the beam, while later the deepest
part of the lake is merely 150m [81], while the beam is around its deepest point
there. The depth map of lake Huron is shown in figure 5.4b. No other important
antineutrino sources appear to cross any significant amount of water either.

Combining the sub-dominance of ACC and the fairly constant crustal density,
through which over 95% of incoming antineutrinos pass, a constant lithospheric
density is a very good approximation for the SNO+ reactor antineutrino analysis.

5.4 Oscillation Parameter Measurements
The main objective of the present analysis being the measurement of θ12 and espe-
cially ∆m2

21, a brief history of their measurements are written here, followed by a
summary of the current best fit values. θ13 and ∆m2

31 are also reviewed to a lesser
degree, as they do enter the survival probability calculation, albeit in a less impact-
ful way with regards to this analysis. The last two oscillation parameters (θ23 and
δCP) are not discussed here.
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(a) All nuclear reactor complexes in North
America, where all antineutrinos emitted
from reactors inside the black circle only
travel through the Earth’s crust before
reaching the detector. Uses Google Maps.

(b) Depth Map of Lake Huron [81], with
approximate Bruce-Detector Neutrino Path
Overlaid.

Figure 5.4: Maps of surrounding nuclear reactors and topology around the SNO+
detector.

5.4.1 Short baseline Experiments

Initial short baseline reactor neutrino experiments in the 1990s, such as Palo Verde
[82] in Arizona, and the CHOOZ experiment [83] northern France found no evidence
of neutrino oscillation. Their results were compatible with θ13 = 0, and thus no νe
disappearance, with over 90% confidence in some regimes.

Three next generation experiments were designed to finally confirm whether or
not θ13 is null: the upgraded Double Chooz experiment [84], the RENO experiment
[85] in South Korea, and the Daya Bay experiment [86] in China. These were all
Gadolinium-doped liquid scintillator experiments, to increase the neutron capture
efficiency so critical to tagging IBDs. They also each consisted of multiple detectors,
with at the very least one near detector and one far detector roughly 1 km away from
the reactor source, so that their results are independent of reactor flux modelling.
This distance is optimal to measure short baseline oscillation, as is evidenced by
figure 5.2a. They indeed produced extremely precise measurements of θ13 through
the 2010s, as well as measurements of the atmospheric mass splitting. This was
generally written as a measurement of

∣∣∆m2
32

∣∣, due to the previously mentioned
sign insensitivity and the equivalence with

∣∣∆m2
31

∣∣. The final results of these three
are compatible, and combined in the 2022 PDG table’s global fit values of

s213 = (2.20± 0.07)× 10−2, (5.18)

and

∆m2
32 =

{
(−2.536± 0.034)× 10−3eV2 (IO)
(2.453± 0.033)× 10−3eV2 (NO)

, (5.19)

for the inverted and normal ordered cases. In general the normal ordered value is
used throughout this text unless otherwise stated, though obviously the choice is
negligible to this long baseline analysis. These values are thus now precise at the
percent, or several percent, level.
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The three latter experiments also produced much more accurate measurements
of reactor antineutrino fluxes and spectra, informing either directly or indirectly the
spectra and models used in chapter 4.

5.4.2 Long baseline Experiments

Solar Neutrinos – Very Long Baseline

Solar neutrino experiments were the first players on the field of neutrino oscillation,
discovering the so-called solar neutrino problem [4, 87] via the Homestake experi-
ment [88], confirming it with the Kamiokande [89], GALLEX/GNO [90], SAGE [91]
and Super-Kamiokande [12] experiments, and finally solving it in favour of neutrino
oscillation with the SNO experiment [24] around the year 2010. These experiments
measure the neutrino flux produced by various processes of the nuclear fusion cycle
within the sun, as shown in figure 5.5. These are all emitted as electron neutrinos.
The solar neutrino review from Ref. [92] provides a good overview of the history
and underlying physics of this field, in much more detail than is presented here. In
brief, Super-Kamiokande and SNO are/were water Cherenkov detectors, allowing
them access to directionality information from elastic scattering (ES) events. SNO
used almost exactly the same hardware as its successor SNO+, while Super-K is a
33 kiloton detector, around 1 km underground. This allowed Super-K to confirm the
neutrino deficit, and that they indeed came from the Sun, with the first real-time
detection of solar neutrinos. SNO was later designed to use heavy water, so that
neutrinos might undergo CC and NC reactions with deuterium d too:

• ES: νx + e− → νx + e−,

• NC: νx + d→ νx + n+ p,

• CC: νe + d→ e− + p+ p,

where νx represents any neutrino flavour. Now while a deficit was detected in ES
events due to a deficit of electron neutrinos, which have a 6 times larger ES cross-
section compared to other flavours [23] (access to the CC and NC diagrams for ES
shown in figure 5.3, rather than just the NC), all neutrino flavours can undergo
some form of ES. The CC interaction with deuterium allowed a pure electron neu-
trino signal to be detected, while its NC interaction provided a completely flavour
agnostic neutrino signal. In this way, the electron neutrinos were shown to oscil-
late to other flavours without doubt. Until just this year, this provided the only
model-independent solar neutrino flux. Initial results from the PandaX-4T [93] and
XENONnT [94] dark matter search experiments used neutrino coherent elastic scat-
tering on xenon nuclei to reject the background-only hypothesis in favour of a 8B
flux by almost 3σ each.

Solar neutrino experiments are very sensitive to θ12 due to the oscillation baseline,
as one would expect. From the averaging out of oscillation at such long distances
seen for example in figure 4.6 and equation (5.4), one might expect them to be
relatively insensitive to ∆m2

21. However, they turn out to be somewhat sensitive to
it due to matter effects, both in the Sun and in the Earth, as the neutrinos travel
across high density regions. In the Earth, the different flux detected between day
and night, due to neutrinos traveling very different distances in the Earth, is mainly
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Figure 5.5: Emitted solar neutrino spectra from processes in the nuclear fusion cycles
[92].

affected by ∆m2
21, from which an absolute value of it was measured by Super-K and

SNO [95].
In addition, at the densities inside the Sun, neutrinos above around 5 MeV can

pass through the MSW resonance discussed in section 5.3.2, undergoing large scale
adiabatic flavour transition. This effect is energy dependent, but Super-K and SNO
had energy thresholds on the MeV scale – only giving them access to the 8B flux.
Borexino [96] achieved a far lower energy threshold and backgrounds level, allowing
measurement of the pp, 7Be and pep fluxes too, and thus the MSW effect at different
energy scales [97]. The fractions of these measured fluxes to those predicted by the
standard solar model produce survival probabilities of electron neutrinos at the
different energies of these fluxes, as shown in figure 5.6.

Figure 5.6: Electron neutrino survival probability measured at different energies,
from different solar neutrino flux measurements by Borexino: the pp, 7Be, pep and
8B fluxes. The 8B measurement is displayed in low and high energy ranges (grey)
and a combined measurement (green). The grey horizontal line shows the expected
survivial probability in a vacuum (Vacuum - Large Mixing Angle), while the pink
curve is the prediction including the MSW effect. They both display ±1σ bands.
Figure taken from Ref. [97].
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This shows that at lower energies, the survival probability is consistent with
the average vacuum value computed previously from equation (5.4), while at higher
energies a decrease in the survival probability is observed. This can be understood
by first observing that for such long baseline oscillation, only ∆m2

21 and especially θ12
matter. Second, recall how the effective mixing angle of such two-flavour oscillation
depends on the intervening matter density and the neutrino energy via equation
(5.12). As described in that section, the survival probability would decrease if
∆m2

21 > 0 and θ12 < π/4, or if ∆m2
21 < 0 and θ12 > π/4, in the way sketched out

by the pink curve in figure 5.6. These measurements are thus sensitive to the sign
of the ∆m2

21 mass splitting, determining it to be positive.
An overall solar neutrino oscillation fit was recently updated by the Super-K

collaboration, based mainly on theirs and SNO’s data, yielding [95]

∆m2
21 = 6.10+0.95

−0.81 × 10−5eV2,

s212 = 0.306± 0.013.
(5.20)

Reactor Neutrinos – Medium Baseline

Until the SNO+ results being released in the last few months [3] (and concurrent
publication to appear around the time of this thesis’ submission), the only long base-
line neutrino oscillation measurement from nuclear reactors was by the KamLAND
experiment, at the Kamioka observatory in Japan. The KamLAND experiment
is similar to SNO+, being a ∼1 kiloton liquid scintillator detector, surrounded by
PMTs, 1 km underground. A diagram of KamLAND’s overall design is presented
in figure 5.7, showing the 13m diameter balloon filled with the liquid scintillator,
itself surrounded by mineral oil to act as shielding. The PMTs surround it all at
about a 9m radius from the centre, achieving roughly 34% photocathode coverage.
Being 1km underground, the detector receives a muon rate of roughly 0.3Hz, and it
is surrounded by roughly 50 nuclear reactor cores in Japan, with a weighted average
distance of around 180 km [98].

Figure 5.7: KamLAND experimental design [98].

After roughly 7 years of data taking, KamLAND’s results are as follows [99]

∆m2
21 = (7.53± 0.18)× 10−5eV2,

tan2θ12 = 0.436+0.029
−0.025,

(5.21)
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as well as the confirmation s213 = 0.023±0.002. At present, this is the most accurate
measurement of ∆m2

21 by any method, and disagrees slightly with the solar results,
as will be shown in the next section. The result for θ12 on the other hand agrees
with solar results very well, improving its measurement.

With the larger detector volume and more close-by reactors, the reactor IBD
rate at KamLAND is around 1-2 per day [99], roughly three to four times higher
than at SNO+. The PMT coverage of KamLAND is only slightly less than at
SNO+, and their energy resolution is similar. One would expect KamLAND to
be far more sensitive to ∆m2

21, both from its higher flux and its closer location to
reactors. However, the distribution of reactors around SNO+ gives it a particular
advantage. Most of the flux at KamLAND comes from many reactors over different
distances, such as 79% from 26 cores between 138 and 214 km away, and 6.7%
from one reactor 88km away, which averages out some of the spectral impact of
the oscillation. Conversely, around 40% of the flux at SNO+ comes from a single
powerful reactor complex 240km away (Bruce), while around 20% more from around
350km away, with other major sources significantly further away. As such, SNO+
hopes to surpass KamLAND’s measurement within the next couple of years, as will
be discussed in the final oscillation analysis results of section 8.4.2.

5.4.3 Current best measurements

The most up to date oscillation parameters – used in the analysis herein, unless
otherwise stated – are thus summarised in table 5.1, taken from the 2022 PDG
booklet [6]. The ∆m2

21 value is simply taken from KamLAND, as the most accurate
and in slight tension with the solar results. Other parameters are obtained from
global fits such as NUFIT, though s212 mainly comes from the combined solar fit,
and s213 and ∆m2

32 from the short baseline reactor experiments.

Table 5.1: Oscillation parameters used throughout this analysis, unless otherwise
stated. Taken from PDG 2022 [6], with the normal ordered value for ∆m2

32.

∆m2
21 (7.53± 0.18)× 10−5 eV2

∆m2
32 (2.453± 0.033)× 10−3 eV2

s212 0.307± 0.013
s213 (2.20± 0.07)× 10−2

The slight (∼ 1.5σ) tension between the combined solar fit and the KamLAND
result is shown in figure 5.8a. Using the best fit oscillation parameters just discussed,
and both of these ∆m2

21, the expected reactor IBD spectrum at SNO+ is shown
in figure 5.8b for each case. It is clear that SNO+ should be quite sensitive in
distinguishing between these two results. The KamLAND result is the one used
from now on for any predictions or comparison, as stated previously. In this case,
the not oscillated IBD flux from the previous chapter (assuming perfect detection
efficiency and 100% reactor outputs) drops from roughly 63 to 35 per year.
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(a) Long baseline oscillation allowed param-
eter space from global fits. The solid green
lines are 1 to 5 σ contours from Super-K’s
combined global solar analysis, while the
nearby dashed-dotted lines use only Super-K
and SNO data. The dashed blue lines show
the 1 to 3 σ contours of the KamLAND re-
sult, while the red dotted lines in the mid-
dle are the contours the of combined result.
Shaded areas highlight the 3-σ contours in
each case [95].

(b) Expected reactor IBD spectrum at
SNO+, taken from figure 4.6, with neutrino
oscillation applied. Two different values for
∆m2

21 are used to show the sensitivity to this
parameter.

Figure 5.8: The solar versus KamLAND ∆m2
21 tension’s impact on the expected

reactor IBD spectrum at SNO+.
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5.5 New Matter Effects Algorithm
As per the above discussion, a formula for three flavour neutrino oscillation assuming
constant matter density is desired for SNO+. In particular, it must lead to an
algorithm that is relatively fast if it is to be used in an oscillation analysis. This is
since oscillation parameters must be allowed to float, and the survival probability
re-computed a great many times. Such an algorithm was derived and published in
Ref. [10] by the author of this thesis, and so most of the paper is copied into this
section, almost verbatim due to its direct relevance and use in this analysis.

5.5.1 Solving the Differential Equation

The Evolution Operator

This subsection largely follows Bushra Shafaq and Faisal Akram’s method in [77].
First, the traceless effective Hamiltonian H is defined, since the trace acts on all
flavours equally and so does not contribute to mixing

H ≡ HF − 1

3
tr [HF ]1,

tr [HF ] = ∆m2
21 +∆m2

31 + ACC .
(5.22)

The evolution equation is thus

i
d

dx
Ψα =

1

2E
HΨα, (5.23)

where contrary to Shafaq and Akram’s paper, the 1/2E factor is kept separate from
H. Assuming constant matter density, this is solved with

Ψα(x) = U(x)Ψα(0), U(x) = exp
(
−iH x

2E

)
, (5.24)

where U(x) is the evolution operator. Now, these can be decomposed using the
property that the Gell-Mann matrices (λi, i ∈ {1, ..., 8}) and the identity matrix
form a complete orthogonal basis for 3 × 3 complex matrices. H is traceless, so it
does not need the identity matrix

H = hiλi, hi =
1

2
tr
[
Hλi

]
,

U(x) = u01+ iuiλ
i, u0 =

1

3
tr [U(x)] , ui =

1

2i
tr
[
U(x)λi

]
,

(5.25)

where from now on repeated dummy indices imply summation. These equations are
derived from the Gell-Mann matrix identities tr [λiλj] = 2δij and tr [λi] = 0.

Now, some useful general results in linear algebra will be used: for a matrix A,
with eigenvalues E [A]n,

det (A) =
∏
n

E [A]n, tr [A] =
∑
n

E [A]n,

and if B = f(A) and f is a holomorphic function,
E [B]n = f(E [A]n).

(5.26)
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Therefore, recalling U(x) = exp (−iHx) and defining E [H]n = En,

u0 =
1

3

2∑
n=0

exp
(
−iEnx

2E

)
. (5.27)

For ui, first note that from H = hiλi,

∂U(x)

∂hi
= − it

2E
λiU(x), (5.28)

and so using the previous identities one can show

ui =
−i
2

2∑
n=0

∂En
∂hi

exp
(
−iEnx

2E

)
. (5.29)

All that is needed now are expressions for the eigenvalues En of H. The parametric
equation of a 3× 3 matrix A with eigenvalues λ is

det (A− λ1) =− λ3 + tr(A)λ2 − 1

2

(
tr(A)2 − tr

(
A2
))
λ

+ det(A)
=0,

(5.30)

so that for the traceless H,

E3
n − 3a1En − 2a0 = 0,

a1 =
1

6
tr[H2] =

1

3
hihi,

a0 =
1

2
det (H) =

1

3
dijkhihjhk,

(5.31)

where dijk are the symmetric structure constants of the Gell-Mann matrices

{λi, λj} =
4

3
δij1+ 2dijkλk,

dijk =
1

4
tr
(
λi{λj, λk}

)
.

(5.32)

The last relation between the determinant and structure constants in (eqn 5.31) can
be derived by first multiplying the structure constant definition (eqn 5.32) (second
equation) by hihjhk (and summing over these indices as normal), to find

tr
(
H3
)
= 2dijkhihjhk. (5.33)

Then from the definition of the determinant of a 3× 3 matrix

det(H) =
1

3!
hihjhkϵa1a2a3ϵb1b2b3λ

i
a1b1

λja2b2λ
k
a3b3

, (5.34)

the Levi-Civita identity ϵa1a2a3ϵb1b2b3 = 3!δ
[a1
b1
δa2b2 δ

a3]
b3

(the index position is irrelevent
here), and recalling that the Gell-Mann matrices are traceless (λiaa = 0), one can
find

det(H) =
1

3
tr
(
H3
)
, (5.35)
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and thus
det(H) =

2

3
dijkhihjhk. (5.36)

Meanwhile, taking the derivative of the parametric equation (eqn 5.31) w.r.t hi gives
the needed expression

∂En
∂hi

=
2

3

hiEn + dijkhjhk

E2
n − a1

, (5.37)

while different solutions to the parametric equation are used here compared to the
original paper

En = 2
√
a1cos

[
1

3
cos−1

(
a0

a
3/2
1

)
− 2πn

3

]
, n ∈ {0, 1, 2}. (5.38)

These are the solutions to a depressed cubic equation for real solutions, which must
be real since H is Hermitian (one can also check that a0, a1 ∈ R, and a20

4
+

a31
27
< 0,

which imply the solutions are real). The evolution operator is then

U(x) = 1

3

2∑
n=0

(
1 +

EnH + Y

E2
n − a1

)
exp

(
−iEnx

2E

)
, (5.39)

with
Y ≡ dijkhihjλk = H2 − 2a11, (5.40)

which can be shown from the first equation of (eqn 5.32) and multiplied by hihj

(summing over indices). This last relation (eqn 5.40) was not in Bushra Shafaq and
Faisal Akram’s paper [77].

Finally, assuming a (anti)neutrino is produced in a pure flavour state ψαβ(0) =

δαβ and recalling Pνα→νβ(x) =
∣∣ψαβ(x)

∣∣2, one therefore has the transition probability

Pνα→νβ(L,E) =
∑
n,m

(Xn)βα (Xm)
∗
βα exp

[
−i(En − Em)L

2E

]
,

Xn =
1

3

(
1+

EnH + Y

E2
n − a1

)
,

(5.41)

where x = L is the propagation length, as usual. This equation is of course of the
same form as the vacuum case, but writing out the effective mass differences and
mixing angles is saved for a later section.

Details and Simplifications in Vacuum

The rest of this derivation departs from [77], and is entirely original work. Notice
that variable quantities such as L and E only appear in the last expression (eqn
5.41), except for where E and Ne enter into ACC at the beginning. Because of
the structure of H in terms of ACC , it will turn out that most calculations can be
performed with vacuum settings (ACC = 0), and small modifications added later to
take into account matter effects (see the next section). Therefore, here we take a
look at the details assuming a vacuum first, where all the associated quantities will
be marked with a tilde for clarity HF = H̃F + A.
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Here H̃F is simply H̃F = UMU †, and from the cyclic nature of the trace tr[H̃F ] =
tr[M], so that

H̃ = UMU † − 1

3
tr[M]1,

tr[M] = ∆m2
21 +∆m2

31,
(5.42)

and thus the components are explicitly given by

H̃αβ =
∑
f=2,3

∆m2
f1

(
UαfU

∗
βf −

1

3
δαβ

)
. (5.43)

Now, ã1 and ã0 can be computed from h̃i and dijk, but it is easier to use the
definitions ã1 = 1

6
tr
[
H̃2
]

and ã0 =
1
2
det
(
H̃
)
. For ã1 it is straightforward to show,

using (eqn 5.42)

ã1 =
1

9

[
(∆m2

21)
2 + (∆m2

31)
2 −∆m2

21∆m
2
31

]
, (5.44)

while for ã0, the formula (eqn 5.30) for det (A− λ1) can be reused, with A = UMU †

and λ = 1
3
tr[M], so that

ã0 =
1

27

[
(∆m2

21)
3 + (∆m2

31)
3
]

− 1

18

[
(∆m2

21)
2∆m2

31 +∆m2
21(∆m

2
31)

2
]
,

(5.45)

where use was made of det
(
UMU †) = det(U)det(M)det(U †) and det(M) = 0. Lastly,

one can show that

Ỹαβ =
1

3

3∑
f=1

(
∆m2

f1

)2(
UαfU

∗
βf −

1

3
δαβ

)
, (5.46)

where (∆m2
11)

2 ≡ 2∆m2
21∆m

2
31 is defined for compactness. So for a vacuum, these

quantities can all be substituted in to compute En (eqn 5.38), Xn and Pνα→νβ(L)
(eqn 5.41) directly. Notice also that the eigenvalues En only depend on the mass
differences here, as one would expect.

Adding Matter Effects

The values calculated above must be corrected for matter effects. From HF =
H̃F+A, the traceless matrix H can be related to the vacuum one H̃ simply according
to ACC

H = H̃ +
1

3
ACCD, D =

2 0 0
0 −1 0
0 0 −1

 . (5.47)

Corrections to Y are also easier to see in matrix notation

Y = Ỹ +
1

3
ACCT +

1

9
A2

CCD, (5.48)
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T =

2H̃ee H̃eµ H̃eτ

H̃∗
eµ 2H̃ττ −2H̃µτ

H̃∗
eτ −2H̃∗

µτ 2H̃µµ

 . (5.49)

Since only the diagonal components of H̃ change, from a1 = −1
2
tr(H2) one can find

a1 = ã1 +
1

3
H̃eeACC +

1

9
A2

CC , (5.50)

and using the determinant definition of a0, it is modified by

a0 =ã0 +
1

6
ACC

(
H̃2

ee + 2H̃µµH̃ττ − 2|H̃µτ |2

+|H̃eµ|2 + |H̃eτ |2
)
+

1

6
A2

CCH̃ee +
1

27
A3

CC ,
(5.51)

which one can find is simply

a0 = ã0 +
1

2
ỸeeACC +

1

6
H̃eeA

2
CC +

1

27
A3

CC . (5.52)

Notice that since the diagonal components of H̃ are real, so are those of Ỹ , and
therefore a0 and a1 and, by extension En, are always real. Xn consequently always
has real diagonal components, as expected.

5.5.2 Example Algorithm: Electron (Anti)Neutrino Survival
Probability

What turns out to be the simplest example of how this can all be used in an algo-
rithm is shown here: the electron (anti)neutrino survival probability. Other example
algorithms are also shown in the original paper [10], but are not relevant here. The
calculation is composed of two steps: the first performed once to compute some
constant values, and the second using these values for each particular (anti)neutrino
energy and/or electron density.

First one should compute the following four constant quantities, written here
in terms of the mass differences and mixing angles of the standard PMNS matrix
parametrisation:

H̃ee = ∆m2
21

(
s212c

2
13 −

1

3

)
+∆m2

31

(
s213 −

1

3

)
, (5.53)

Ỹee =
1

3

[ (
∆m2

21

)2(
s212c

2
13 −

1

3

)
+
(
∆m2

31

)2(
s213 −

1

3

)
+ 2∆m2

21∆m
2
31

(
c212c

2
13 −

1

3

)]
,

(5.54)

ã0 =
1

27

[
(∆m2

21)
3 + (∆m2

31)
3
]

− 1

18

[
(∆m2

21)
2∆m2

31 +∆m2
21(∆m

2
31)

2
]
,

(5.55)
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and
ã1 =

1

9

[
(∆m2

21)
2 + (∆m2

31)
2 −∆m2

21∆m
2
31

]
. (5.56)

Then the next part is performed for a given electron (anti)neutrino energy E
and matter electron density Ne. First ACC is computed:

ACC = ±2
√
2GFENe, (5.57)

then the constants corrected for this:

Hee = H̃ee +
2

3
ACC , (5.58)

a0 = ã0 +
1

2
ỸeeACC +

1

6
H̃eeA

2
CC +

1

27
A3

CC , (5.59)

a1 = ã1 +
1

3
H̃eeACC +

1

9
A2

CC , (5.60)

Yee = Ỹee +
2

3
H̃eeACC +

2

9
A2

CC . (5.61)

These can then be substituted into

En = 2
√
a1cos

[
1

3
cos−1

(
a0

a
3/2
1

)
− 2πn

3

]
, n ∈ {0, 1, 2}. (5.62)

(Xn)ee =
1

3

(
1 +

EnHee + Yee
E2
n − a1

)
, (5.63)

so that finally

P(—)
νe →

(—)
νe

= 1− 4
∑
n>m

(Xn)ee(Xm)eesin2

(
(En − Em)

L

4E

)
. (5.64)

The fact that the components (Xn)ee are real was used to derive the more com-
pact formula (eqn 5.64). Notice that neither θ23, nor δ13 enter this calculation, no
matter the electron density. The (anti)electron neutrino survival probability is thus
independent of these for constant densities.

5.5.3 Results

Speed Comparison for Example Algorithm

In order to get a sense of the speed of this algorithm, calculations of various neutrino
oscillation probabilities in constant matter density were performed by the above al-
gorithms, written in C++. The same was then done with the widely used General
Long Baseline Experiment Simulator (GLoBES) [70] – a flexible software package
also written in C++, allowing the simulation of the propagation of neutrinos from a
user-defined source to a user-defined detector via any matter density profile. It ad-
ditionally includes an analysis framework, to provide results and sensitivities of the
simulated experiment to different oscillation channels, accounting for a potentially
wide array of user-defined systematic uncertainties and constraints. Critically, it
includes a library of neutrino oscillation functions, such as glbConstantDensityProb-
ability(), which computes the transition or survival probability between any two
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neutrino flavours for constant matter density, neutrino energy and baseline. It does
this by diagonalising the Hamiltonian with various numerical or analytic methods,
depending on which is fastest [73, 71]. It is a fast and reliable method, but all ma-
trix elements must be recomputed for each change in neutrino energy E, baseline
L and matter density ρ, while this paper’s method must only re-perform part of
the calculations. Therefore, while the GLoBES function was not fully optimised for
speed – being part of a more general framework – it is a good benchmark test, due
to its wide usage in the neutrino community. The results and processing times of
this function were thus compared to the algorithm herein.

Method First, an initialisation step is performed, where the pre-computed con-
stants above are calculated and GLoBES is initialised. This step was not timed since
it need only be performed once and so will not scale with the number of calcula-
tions. However, note that the GLoBES initialisation takes longer since the package
includes many more functionalities than just constant matter neutrino oscillations.

Second, for a given flavour transition, and a range of 100 neutrino energies,
100 baselines and 100 matter densities, the oscillation probabilities were computed
using three different functions: the GLoBES function, a general flavour version of
this algorithm (Section II), and then the version of this algorithm tailored to the
specific flavour transition (Section III). The results and total computation times
(CPU time as measured by the C++ standard library std::clock() function) of these
three were recorded. This process was repeated 50 times to obtain a measure of
statistical uncertainty.

The ranges of neutrino energies E, baselines L and matter densities ρ were evenly
spaced values in some range

Emin ≤ E ≤ Emax,

Lmin ≤ L ≤ Lmax,

ρmin ≤ ρ ≤ ρmax,

(5.65)

where the minima were always fixed (Emin = 0.5 MeV, Lmin = 0.01 km, ρmin = 0
g/cm3). Therefore, for a given set of maxima (Emax, Lmax, ρmax), each function was
called 50 million times (100× 100× 100× 50).

Results As alluded to, the whole process was performed for various maximum
values, to discern any E, L or ρ dependence on the results. Ten different values for
each were used, according to

Emax ∈ {x : Emin ≤ x ≤ 1000 MeV},
Lmax ∈ {x : Lmin ≤ x ≤ 1000 km},
ρmax ∈ {x : ρmin ≤ x ≤ 100 g/cm3},

(5.66)

so that the whole method above was carried out one thousand times.
The computed probabilities were always exactly the same (having copied any

unit conversion factors from the GLoBES code), so are not shown here. However,
the computation times are presented in figure 5.9 for three example oscillations.
Dependence on the three Emax, Lmax and ρmax parameters is shown separately. The
plot showing Emax dependence averages over all Lmax and ρmax dependence, and
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likewise for the other two cases. Statistical uncertainty in these averages was prop-
agated throughout, and added quadratically to a systematic error of σsys = 0.01 s,
being the resolution limit of the CPU time measuring function.

Figure 5.9: Comparison of the CPU time taken by new neutrino oscillation al-
gorithms against the same GLoBES calculation, showing its their dependence on
energy (E), baseline (L) and matter density (ρ). Error bars are generally too small
to be visible.

For zero matter density, the GLoBES calculation appears slightly faster, while ev-
ery other configuration shows these to be almost or around twice as fast as GLoBES.
To be specific, if TGLoBES is the CPU time taken by the GLoBES function averaged
over all the data above, and likewise Tgeneral and Tspecific are the CPU times taken
by the general and specific flavour algorithms from this paper respectively,

TGLoBES

Tgeneral
= 1.82± 0.04,

TGLoBES

Tspecific
= 1.98± 0.05. (5.67)

Most of the uncertainty comes from the variability in GLoBES’ computation time.

Additionally, following discussion with Peter Denton, the
(−)
ν e appearance al-

gorithm was compared to other calculations described in [75]. Unlike GLoBES,
these algorithms are optimised for speed, and in general also tailored to the con-
stant matter density case, meaning they provide a more suitable speed comparison.
Use was made of Peter Denton’s code on github, where a fork was made (https:
//github.com/Jamicus96/Nu-Pert-Compare) to add this paper’s algorithm in two
separate cases:

• The first step, or initialisation of quantities in vacuum, is performed separately,
before any speed comparison (branch “compare_JP_precomp”).

• The initialisation is included in the speed comparison (branch “compare_JP”).
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It was found that the former was marginally faster than the fastest exact calculation
in Peter Denton’s code package "ZS" (as of February 2024) – on the order of 6%
faster – while the latter slightly slower – around 17% slower. It was estimated that
accounting for the initialisation time, this paper’s algorithm becomes faster than
the "ZS" algorithm after 3 loops (3 probability calculations for different neutrino
energies). The differences here are small, and one must bear in mind that some
approximate solutions described in [75], and included in the code, are significantly
faster.

Effective Parameters

From the correspondence between the PMNS matrix and Xn matrices found earlier
(eqn 5.41), as well as that between the eigenvalue differences and the mass differ-
ences, one can find the effective parameters (including matter effects)

∆̂m2
kj = Em − En,

ÛαkÛ
∗
βk = (Xn)αβ ,

(5.68)

for some relationship between (k, j) and (m,n) indices. To deduce this relationship,
note that (5.68) must hold for the vacuum case, so the relationship need only be
shown for that simplified case. Now, the eigenvalues of the traceless matrix H̃ (5.22)
in the vacuum case are clearly

λ1 = −1

3

(
∆m2

21 +∆m2
31

)
,

λ2 =
2

3
∆m2

21 −
1

3
∆m2

31,

λ3 = −1

3
∆m2

21 +
2

3
∆m2

31,

(5.69)

so the vacuum eigenvalues Ẽn must be assigned to these in some order. Next, looking
at the definition of En (5.38), the 1

3
cos−1(...) term is always between 0 and π

3
. This

means that
E0 > E1 > E2, (5.70)

and E0 > 0 always hold. Therefore, the ordering of λ1, λ2 and λ3 determines
their relationship. This ordering depends on the mass ordering itself: for Normal
Ordering (NO) λ3 > 0 > λ2 > λ1, and for Inverted Ordering (IO) λ2 > λ1 > 0 > λ3.
Therefore, the relationship between the indices in (5.68) is shown in table 5.2. For

(k, j) NO (m, n) IO (m, n)
3 0 2
2 1 0
1 2 1

Table 5.2: Index correspondence for effective parameters from equation 5.68, for
Normal Ordering (NO) and Inverted Ordering (IO).

example in normal ordering, ∆̂m2
21 = E1−E2 and |Ûe3|2 = (X0)ee. Thus, the effective
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mixing angles can be evaluated in terms of these too, such as in normal ordering for
example:

ŝ13
2 = (X0)ee ,

ŝ12
2 =

(X1)ee
ĉ13

2 ,

ŝ23
2 =

(X0)µµ

ĉ13
2 ,

cosδ̂13 =
ĉ12

2ĉ23
2 + ŝ12

2ŝ23
2ŝ13

2 − (X1)µµ
2ĉ12ĉ23ŝ12ŝ23ŝ13

.

(5.71)

Notice that any dependence on energy or electron density in these parameters comes
only from factors of ACC . Their values can thus be plotted on a simple graph against
ACC ∝ ENe, without having to vary E and Ne independently. Additionally, nega-
tive values of ACC can be used to plot the behaviour of antineutrinos, since flipping
the sign of ACC is effectively the only difference. See figure 5.10a for the fractional
scaling of these parameters in the MeV neutrino energy scale (for lithospheric elec-
tron density). To see large scale absolute changes, such as mass differences changing
ordering, one must go to the GeV scale, as shown in figure 5.10b. As one might ex-
pect, “regime changes" (sudden changes in evolution of effective parameters) appear
when ACC reaches the same scale as the mass differences. Notice also that ∆̂m2

21

and ŝ12
2 are the most strongly affected by matter in the MeV scale.

Furthermore, one can use these effective oscillation parameters in short and long
baseline approximate formulae, just as one would with the vacuum constants. For
example the long baseline approximation

P = 1− 1

2
sin2 (2θ13)− sin2 (2θ12) c

4
13sin

2

(
L∆m2

21

4E

)
, (5.72)

becomes, for Normal Ordering,

P = 1− 4 (X1)ee (X2)ee − 2 (X0)ee sin2

(
L (E1 − E2)

4E

)
, (5.73)

which follows the full matter effect oscillation formula more closely.

5.6 SNO+ IBD Spectrum
Departing from the paper [10] for good, it is clear from figure 5.8b that the expected
IBD spectrum is very sensitive to ∆m2

21, while the small scale oscillations due to
∆m2

31 are washed out by all the different reactor sources, and the energy resolution
of the detector. Recall the short baseline wavelength over L/E is 4π/∆m2

31 ≈
1 km ·MeV−1, from which the wavelength over just energy at a particular baseline is
given by λ(E) = (4π/∆m2

31) (E
2/L). Thus the energy wavelength for antineutrinos

from Bruce (240 km away) around the IBD’s 4 MeV peak is λ(E) ≈ 0.07 MeV, as
shown in figure 5.11a.

Figure 5.11a compares the vacuum and matter effects survival probabilities for
antineutrinos coming from Bruce, for both full three-flavour and two-flavour long
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baseline approximations. One can see that the matter effect long baseline approxi-
mation tracks its three-flavour counterpart well. Therefore, to compare the impact
of matter effects on the expected IBD spectrum at SNO+, the long baseline formu-
lae (5.2) and (5.73) are used for clarity in figure 5.11b. Meanwhile, the integrated
flux from all four combinations are shown in table 5.3, where it is clear that matter
effects induce a larger change than the use or not of the long baseline approxima-
tion, though still only by around 0.6%. Meanwhile, spectral changes are induced by
modifications to the effective ∆̂m2

21 parameter on the order of 0.5 to 1%, as shown
in figure 5.10a.

Table 5.3: Comparison of expected number of reactor IBD events per year at SNO+
using different survival probability calculations. Uses un-oscillated numbers as de-
scribed in figure 4.6, and 2-flavours implies the use a long baseline approximation.
Arbitrary accuracy is used in the numbers simply to showcase the minor difference
in predictions. For reference, using ⟨Pνe→νe⟩ yields 32.39.

3-flavour 2-flavour

Vacuum 32.128 32.130
Matter 32.328 32.326

5.7 Summary
The SNO+ detector acts as a very sensitive long baseline oscillation detector for
reactor antineutrinos, thanks to the layout and power of nearby nuclear reactors. A
novel three-flavour matter-effect algorithm, and associated two-flavour (long base-
line) approximation were derived. The effect of matter is a 0.6% increase in the
IBD flux, with sub-percent level changes to the spectrum. Using the long baseline
approximation changes the flux negligibly, and only eliminates small scale oscillation
that is of the order of the detector’s energy resolution or less. The full three-flavour
matter effect oscillation formula is used regardless, since it is only very marginally
more computationally demanding than the vacuum case. Meanwhile this algorithm
ensures the highest accuracy into the future as increasingly large data samples are
collected, and other systematic uncertainties are potentially reduced.

Following the publication of this algorithm, a separate comparison of some of the
fastest such calculations – including the present one – was carried out in Ref. [100],
and one of its plots is displayed in figure 5.12. The “aggressive” compiler option
-Ofast referenced therein activates a few other compiler options, such as -O3 and
-ffast-math. The former enables slew of compiler optimisations, which reduce the
execution time at the expense of larger compilation time and reduced debugging
facility. This option is rather safe. On the other hand, -ffast-math allows for some
mathematical shortcuts, such as reduced error handling (ignoring the possibility
of “nan” values), assuming commutativity in operations, and so on. These further
reduce execution time, and while they are mostly safe for simple and thoroughly
tested use cases, they can lead to incorrect results for programs that depend on an
exact implementation of IEEE or ISO specifications for maths functions (technical
standard for floating-point arithmetic). Documentation on these compiler flags can
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be found in Ref. [101], while a helpful discussion and warning on -ffast-math is
presented in Ref. [102].

Much of the speed improvement for the author’s algorithm (“Page”) visible in fig-
ure 5.12 could likely be achieved through judicious operation reordering and other
code optimisations, before compilation. These considerations aside, the algorithm
achieves speeds almost on par with Peter Denton’s newly optimised “NuFast” pack-
age, themselves nearly as fast as the vacuum calculation. Meanwhile, GLoBES is
significantly slower, though as previously stated, it is a more general package not
fully optimised for this calculation. Therefore the algorithm presented in this work
does not aim to supplant GLoBES, which fulfills a much larger role, but is intended
to be easily incorporated into existing oscillation analysis frameworks that lack a
fast oscillation probability calculation in constant matter density. In this way it
can provide the speed needed for these analysis computations, without needing to
install an entire code package such as GLoBES, which is comparatively cumbersome
and slow to initialise. The NuFast package presented Ref. [100] appears to have a
similar purpose.

For the purposes of error propagation however, the vacuum long baseline ap-
proximation is evidently accurate enough to be of use, and provides an easier and
more intuitive understanding. Looking again at equation (5.2), the only oscillation
parameters that enter, besides the two parameters of interest (θ12, ∆m2

21), is θ13.
The uncertainty in s213 is σ13 = 0.0007, as stated previously 5.1, which propagates
to an uncertainty in the survival probability as

σP (L,E) =
2

|c13|
(1− P (L,E))σ13, (5.74)

where P (L,E) = Pνe→νe(L,E). Now, the survival probability is always between 0
and 1, and c13 ≈ 1, so the uncertainty from this is always less than or roughly equal
to 0.07%.

The only other quantity from this formula that can contribute uncertainty is the
baseline L (E will be included in the energy scaling systematic uncertainties). First,
due to isotropic emission, the flux is proportional to 1/L2, and so its contribution
is a fractional uncertainty of 2σL/L. Conservatively assuming a baseline of order
L ≈ O (100km), and an uncertainty of around σL ≈ O (100m), representing roughly
the scale of reactor buildings, this contributes a 0.1% uncertainty to the flux at
most. Secondly, this can impact the measured oscillation wavelength via the en-
ergy spectral shape, and by extension ∆m2

21. Recall the 4π/∆m2
21 ≈ 33 km ·MeV−1

wavelength, which for a representative 4 MeV antineutrino is 132 km. The O (100m)
uncertainty is thus less than 0.1% of it. This argument also ignores the fact that mul-
tiple spectral features (two dips and peaks for example) help reduce the dependence
on an absolute baseline prediction.

Lastly, changes and uncertainty in the electron density are considered negligible,
since they are subdominant to the already almost negligible constant matter effects.
As a result, nothing in this chapter – from neutrino oscillation to the baselines – is
considered to contribute uncertainty to the present analysis.
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(a) MeV scale (for ρ = 2.7g/cm3 and ⟨N/A⟩ = 0.5).

(b) GeV scale (for ρ = 2.7g/cm3 and ⟨N/A⟩ = 0.5).

Figure 5.10: Change of the effective neutrino oscillation constants with ACC . Posi-
tive values of ACC represent neutrinos, while negative values represent antineutrinos.
Vertical lines denote where ACC is equal to the vacuum squared mass-differences,
and specifically ∆m2

atm ≡ 1
2
(∆m2

32 +∆m2
31) is the average atmospheric oscillation

mass-difference.

82



5.7. SUMMARY CHAPTER 5. OSCILLATION

(a) Energy dependence of the survival prob-
ability of antineutrinos from the Bruce reac-
tor complex.

(b) Expected antineutrino IBD spectrum at
SNO+, using long baseline approximations
and the un-oscillated spectrum from figure
4.6.

Figure 5.11: Comparing neutrino Oscillation at SNO+ with and without matter
effects.

Figure 5.12: The computation time for the calculation of nine neutrino oscillation
probabilities, using one laptop core, for various algorithms, including the one pre-
sented in this thesis (Page). Each one is performed with aggressive (-Ofast and
-ffast-math) and conservative (-O0) compilation flags. Plot taken from Ref. [100].
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Chapter 6

Backgrounds

“I don’t know half of you half as well as I should like; and I like less than half of
you half as well as you deserve.”

Bilbo Baggins – The Lord of the Rings, J.R.R. Tolkien

6.1 Introduction
One of the biggest determining factors of the construction of SNO+ is the need to
reduce background levels in the region of interest (ROI, roughly 2.42 to 2.56 MeV)
enough to detect the rare potential 0νββ decays. Such efforts are arguably the most
critical factors in low energy or rare event searches such as this. Even if events are
detected, backgrounds place an irreducible upper limit on the accuracy with which
such measurements can be made – a limit that higher sample sizes alone cannot
overcome. Many of these backgrounds can likewise affect the reactor antineutrino
analysis, though in different ways. Firstly, the expected IBDs produce prompt
events in a broader range of energies compared to the 0νββ ROI. Critically, the
prompt-delay structure allows event pair tagging, which greatly reduces almost all
backgrounds that do not mimic this structure to an almost negligible level, as will
be discussed shortly. This is in a sense the “super power” of IBDs, and thus reactor
antineutrinos, which facilitated them as the first neutrinos ever measured [103].

Relevant backgrounds are therefore listed in what follows, divided into uncor-
related and correlated backgrounds. This latter category includes the few relevant
backgrounds resistant to coincidence tagging: neutron capture events, which include
IBDs from non reactor sources, and (α, n) events. Recall that the IBDs fall broadly
in the 0.5 to 10 MeV range for prompt events, with delayed events distributed around
2.2 MeV. Only background events falling into this range need be considered. Re-
gardless of their category, background reducing methods are detailed for each one,
with their final detection and tagging efficiencies computed and summarised. With
this information in hand, predictions for the number and distributions of events ex-
pected to be detected are provided, and finally compared to events tagged from real
SNO+ data. Systematic uncertainties are considered and quantified throughout.
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6.2 Uncorrelated Backgrounds
Uncorrelated backgrounds do not mimic the IBD’s prompt-delayed structure, but
two such unrelated events can be tagged as a candidate pair “by accident”, simply
by virtue of their inherently high rates. Nevertheless, this accidental rate will turn
out to be very small after all the cuts described below, and as such all uncorrelated
backgrounds are grouped together as “accidentals”. First, however, an introduction
to the radioactive decay chains responsible for a large portion of these uncorrelated
backgrounds, and the more troublesome (α, n) background treated later, is presented
for context.

6.2.1 Internal Radioactivity

There are two decay chains that SNO+ must contend with in its search for 0νββ
decays: the uranium and thorium chains, shown in figure 6.1. These can produce
events within the ROI, and so decay rates at various points are monitored closely.

(a) 238U decay chain [104]. (b) 232Th decay chain [105].

Figure 6.1: Primary concerning decay chains at SNO+.

For the purposes of the antineutrino analysis, the main concern is 210Po decays
in the uranium chain, since these are the primary source of α emissions in the
detector, which can lead to (α, n) events. All other sources of α particles are
comparatively negligible. The reason is that the mine air is relatively rich in 222Rn,
with a concentration of 123 Bq/m3. During refurbishment, the AV was exposed to
this air, allowing ionic forms of Rn to deposit on the AV surface down to depths
of around 100nm [7]. As can be seen in the uranium decay chain, some fraction
of this 222Rn can fairly quickly decay to 210Pb through various steps, which has a
half-life of 22.3 years. 210Pb is thus still impacted on the AV surface, with a surface
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Figure 6.2: Event rates over reconstructed energy. The uncorrelated events are
any events measured in the 30/04/2022 and 05/03/2023 gold dataset, excluding
muon veto time (see section 6.4), that reconstructed correctly. The IBD events
are simulated and oscillated reactor antineutrino induced IBDs, with the expected
flux and spectrum in the same period. Prompt and delayed energy cuts are also
displayed.

activity measured in 2013 to be Asurface = (2.4± 0.8) Bq/m2 [7]. This 210Pb can then
produce 210Po via 210Bi, which then emits so-called surface α particles. The 210Pb
and daughters can also leach into the liquid scintillator before decaying, with rates
on the order of λ = O (10−4) per day, depending on the scintillator temperature [7],
defined according to

dAleached(t)

dt
= Asurfaceλe

−λt. (6.1)

A smaller rate of α particles are thus also produced throughout the liquid scintillator.
The 214BiPo decays described in section 3.7.2 are also products of the uranium

decay chain, at far higher rates than IBDs are expected to occur. Thankfully,
the 214BiPo’s delayed events are almost never in the delayed IBD’s energy range.
All these radioactive decays are thus grouped together with all other uncorrelated
backgrounds.

6.2.2 Background Reduction – Accidental Rate

First, note that only events with a reconstructed radial position of less than 5.7 m
are considered here and in everything that follows, due to surface (α, n) events which
will be discussed later. Looking at all such events that reconstruct in the broad 0.5
to 9 MeV range in the dataset of interest, an event rate of 8.50 Hz is found. This
“uncorrelated” spectrum is shown in figure 6.2, where it is clear that it completely
overwhelms the reactor IBD event rate. However, one can reduce this to a small
“accidental” background as follows.

First, notice one can cut all events above 8 MeV and below 0.9 MeV with only
very minor loss to the prompt IBD rate, while the uncorrelated rate explodes below
this lower limit. These prompt cuts reduce the uncorrelated rate to the prompt-like
rate

rprompt = 0.124 Hz. (6.2)
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(a) Temporal separation between prompt
and delayed events. Constant accidental dis-
tribution superimposed, normalised to the
range of the plot. An exponential decay was
fit to the IBD distribution, yielding a life-
time of τ = 217 µs.

(b) Spacial separation between prompt and
delayed events. The accidental distribution
was made with a toy MC model simulating
events uniformly in a 5.7m spherical volume,
and recording distances between these. A
random walk displacement PDF with fixed
σ =

√
π/2⟨x⟩ was fit to the IBD distribu-

tion.

Figure 6.3: Reactor antineutrino IBDs compared to accidental coincidences. IBD
distributions are from simulated reactor IBD events, and functions are fit to these
simply for demonstration proposes.

However, the delayed events provide the lion’s share of the discrimination power,
being centered around 2.2 MeV. One can thus impose similar cuts around this, at
1.85 and 2.4 MeV, producing an uncorrelated delayed-like event rate of only

rdelayed = 6.08× 10−3 Hz, (6.3)

while only cutting out a few percent of delayed IBD events.
Now, each delayed IBD event can provide one with its associated prompt event

by taking advantage of the time correlation between the two. The time separation
between them is governed by an exponential decay with a lifetime of approximately
220 ns, as shown in figure 6.3a. Therefore, one can select only event pairs where the
first one passes the above prompt cuts, while the second passes the delayed cuts, and
which are separated by less than 800 µs. This is the so-called “coincidence tagging”
that has been referenced repeatedly above. Also cutting events separated by less
than 0.4 µs, due to the re-triggers mentioned in section 3.4, this reduces the IBD
rate by about 2.0% from ∆t cuts. Meanwhile, the accidentally coincident rate is
given by

racc = rprompt · rdelayed ·∆tcut, (6.4)

where ∆tcut = (800− 0.4) µs. This accidental rate is thus racc = 6.03 × 10−7 Hz,
finally lower than the expected IBD rate.

One can further reduce this background by noting that the neutron’s random
walk produces a distinct spacial separation distribution between the IBD prompt
and delayed events as shown in figure 6.3b. This distribution is roughly similar to
that of a perfect random walk in 3-D, where the mean ⟨∆R⟩ is related to the number
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of collisions n and mean free path λ by ⟨∆R⟩ =
√

2n
π
λ. For the mean ⟨∆R⟩ = 0.5 m

in the above figure, and 7 collisions as mentioned in section 6.3.3 below, this gives
a λ on the order of 10 cm. Therefore, requiring that a tagged prompt-delayed event
pair be separated by less than 1.5 m reduces the IBD flux by less than 1%, while a
simple toy MC simulation shows that it reduces randomly paired events in a 5.7 m
spherical volume by 91.5%. The final accidental rate is thus

racc = 5.12× 10−8 Hz, (6.5)

over 7 orders of magnitude lower than the original uncorrelated event rate. This
is the strength of IBD coincidence tagging. A more careful consideration of the
∆R cut efficiency can be performed by randomly pairing prompt-like and delayed-
like events in real data, thus accounting for the fact that events are not in general
uniformly distributed. Such studies reduce the efficiency from 8.5% down to around
5%, though this has not been reviewed in detail by the author of the present analysis,
and so the 8.5% efficiency is kept instead, with a 40% uncertainty on the accidentals
normalisation. A summary of the cut efficiencies of these and other cuts discussed
below will be presented at the end of the chapter.

Lastly note that these cuts were optimised for the antineutrino analysis during
the partial-fill phase [106]. They are largely carried over here due to the consid-
erations being very similar. However, one can take advantage of the correlation
between the ∆t and ∆R distributions, along with prior estimated event rates, to
build a likelihood ratio (LR) test between accidental and IBD events. Such a method
was employed in [3]; the results of both techniques are similar, and so can be easily
compared.

6.3 Correlated Backgrounds

6.3.1 Atmoshperic Backgrounds

Atmospheric Neutrinos

Cosmic rays interacting with particles in the high atmosphere produce a signifi-
cant flux of neutrinos in the 0.1-10 GeV energy range [4, 107]. Being unimpeded
by the rock overburden, they can interact in the SNO+ detector through various
means. The νe can induce IBD interactions, though their flux in the range of in-
terest (< 10 MeV) is negligible compared to reactor antineutrinos [108]. Otherwise,
(anti)neutrinos can undergo various charged and neutral current interactions with
nuclei (Z,A) in the detector medium, some of which can produce neutrons via

(—)
ν + (Z,A) → (—)

ν + (Z,A− 1) + n,
(—)
ν + (Z,A) → l± + (Z ∓ 1, A− 1) + n.

(6.6)

Now, any background producing neutrons at a high enough rate can become a prob-
lem for the antineutrino analysis, since two sufficiently coincident neutron captures
can pass all the analysis cuts. Thankfully, studies performed in the water phase [22]
and then extended to the partial-fill phase [109, 110, 2] using the GENIE neutrino
Monte-Carlo generator showed negligible contamination of the antineutrino analysis
from this source. Since the full-fill phase is essentially a roughly doubly-scaled up
version of partial-fill, these results carry over to the present analysis.
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Muons

Cosmic rays can lead to muons passing through or near the detector in two ways:
either producing them directly as part of the particle shower, or indirectly via atmo-
spheric neutrinos interacting with nuclei in the nearby rock to produce more muons
[111]. The total rate of muons passing through the SNO+ detector is much smaller
than most other experiments, being greatly reduced by the significant rock overbur-
den. It was measured both by the SNO experiment [111], and in the SNO+ water
phase [112] to be approximately 3 muons per hour.

These high energy cosmic muons can lead to IBD-like concident event pairs,
by causing nuclei in the medium to disintegrate, producing neutrons and unstable
isotopes [113]. This disintegration and subsequent activity is called muon spallation.

Long-Lived Nuclei Long-lived Spallation daughter nuclei can emit neutrons when
they decay some time after the muon has passed. Many possible nuclei can be con-
sidered, though those that undergo a β + n decay are obviously the most trouble-
some by once again mimicking the IBD signature. The KamLAND and Borexino
collaborations determined that only two isotopes are of primary concern for their
antineutrino analyses [114, 115]:

9Li → 2α + n+ νe + e−

8He → 7Li + n+ νe + e−
(6.7)

9Li and 8He decay with half-lives of 0.18 and 0.12 seconds respectively, and with Q-
values of 13.6 and 10.7 MeV. Their β+n decays shown above have branching ratios
of 51% ans 15% respectively, and Borexino concluded that between these two, 9Li
decays dominate [115]. All other possible muon spallation daughters were considered
here [113, 116], either not decaying via β+n, or having a much lower yield than 9Li
and 8He. The one exception is 17N decay, with a half-life of 4.173s [116], though it
must be produced via the 18O(n, n+p)17N interaction, and 18O is exceedingly rare
in liquid scintillator. This can however be produced in more significant quantities
outside the AV, in the UPW shielding.

Neutrons The neutrons inside the AV will capture on hydrogen, releasing the
usual 2.2 MeV γ. Therefore, if at least two neutrons are released together, these can
mimic the IBD signature. If a neutron has high enough energy (fast neutron) to
induce proton or 12C recoils before capturing, it can likewise resemble an IBD event
pair, just as for the (α, n) events discussed below. Fast neutrons produced outside
the AV may also travel far enough into the detector to be tagged as an event pair
[113].

Background Reduction

Two simple but effective cuts are introduced to reduce all atmospheric backgrounds
to negligible levels.

Muon Veto Muons passing inside the AV produce a lot of light, and so are easily
identifiable high Nhit events. Any event with Nhit > 3000 is thus tagged as a muon.
This corresponds to a roughly 10 MeV reconstructed energy, and so is above the
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energies of interest in this analysis. The tagging efficiency of muons passing inside
the AV was found to be negligibly different from 100% [2].

To remove all the muon spallation following such a tagged event, any events
in the following 20s are simply cut. This is to allow the longest-lived concerning
isotope 17N around 5 half-lives to decay away. The low muon rate at SNO+ allows
such a conservative approach with the loss of only around 7% of livetime. The com-
bination of a low muon rate, high tagging efficiency inside the AV, and a long veto
window renders muons a negligible background in this analysis; with the exception
of fast neutrons entering the AV from un-tagged muons that passed through the ex-
ternal water. The Multipicity cut described next helps shore up this last possibility,
however.

External Muon Veto Meanwhile, muons passing through the water in the cavity
outside the AV also produce light that can be picked by the OWLs (outward looking
PMTs). Consequently, any event with over 3 OWL hits is tagged, and a 10 µs veto
applied. This is to remove fast neutrons that can enter the detector as a result of
muon spallation. The tagging efficiency of this method is not as high, due to the
lower concentration of OWLs, and the lower light yield of water.

Multiplicity Cut If any event with reconstructed energy over 0.4 MeV takes place
between or within ±1 ms of either events of a tagged IBD pair, and less than 2 m
away from either, the IBD pair is cut. This eliminates events producing more than
two neutrons that may have passed previous cuts, and the possibility of two IBD
event pairs overlapping. The low 0.4 MeV energy cut is designed to pick up on any
proton recoil events caused by fast neutrons, like those that may enter the AV from
external muon spallation.

With all these cuts combined, the atmospheric backgrounds are rendered neg-
ligible for this analysis [3, 110], though their individual efficiencies have not been
studied in detail.

6.3.2 Geo-neutrinos

Spectra

Geo-neutrinos are the neutrinos emitted by naturally occurring radioactive beta de-
cays inside the Earth. These are thought to occur inside the crust and the mantle,
producing the majority of the Earth’s internal heat [117]. The four decay chains
(238U, 235U, 232Th, 40K) are responsible for next to all this radiogenic heat, and their
associated byproducts: electron antineutrinos (and to a lesser extent, neutrinos)
[118]. The induced antineutrino spectra are shown in figure 6.4a, though the ex-
pected fluxes of these are subject to very large uncertainties, based on which Earth
model one uses.

The 238U and 232Th spectra reach energies above the 1.806 MeV IBD threshold,
and are thus able to produce IBDs entirely indistinguishable from reactor antineu-
trino induced ones. The two geo-neutrino IBD spectra are shown in figure 6.4b, only
overlapping with the lowest energy reactor antineutrinos. The measurement of this
flux is thus an interesting physics goal in its own right, and is effectively measured
simultaneously with the present reactor antineutrino analysis, by necessity. No cuts
can eliminate this background without also removing the low energy reactor IBDs.
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(a) Antineutrino spectra produced by the
four primary radioactive decay chains in the
Earth, normalised to one full decay through
the whole chain. Data taken from Ref. [119,
120].

(b) IBD cross-section applied to the geo-
neutrino spectra on the left, using the to-
tal cross-section formula and the total num-
ber of target protons described in the Pre-
dictions chapter.

Figure 6.4: Geo-neutrino spectra with and without the IBD cross-section.

The geo-neutrino flux has been measured by two other experiments thus far:
Borexino [121] in Italy and KamLAND [122] in Japan, with tentative first measure-
ments from SNO+ coming out since 2023 [118] and concurrently with this thesis.
SNO+ is thus producing the third such independent measurement, and the first in
the Americas. These measurements are generally reported in terrestrial neutrino
units (TNU), which are defined as the number of IBD interactions per year, per
1032 protons, for a fully efficient detector. Bulk-Silicate Earth (BSE) models are a
generalised framework to describe the Earth’s composition, with the TNU predic-
tions of three such BSE models shown in table 6.1. Meanwhile, a rough summary
of current measurements is shown in figure 6.5.

Table 6.1: Geo-neutrino flux predictions in TNU from three types of BSE models,
with different heat (Q) productions: either low, mid or high. These are taken from
[118], which used numbers provided by Ondřej Šrámek, following the same methods
as Ref. [123].

Low-Q Mid-Q High-Q

U 29.72± 4.69 34.11± 5.04 41.54± 4.95
Th 8.21± 0.65 9.53± 0.77 11.51± 0.81

Because of this broad spectrum of models, the total geo-neutrino flux is largely
considered unconstrained in this analysis, though the Mid-Q model is taken as a
starting assumption. However, a constraint can be applied to the ratio of the two
spectra: The ratio of the Uranium to Thorium chain fluxes is [118]

RU/Th = 3.7± 1.3. (6.8)

Converting from TNU to an expected number of events at SNO+ (and vice-versa)
depends on the detection efficiency of these fluxes, and so is saved for the end of
this chapter when all cuts and tagging efficiencies have been discussed.
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Figure 6.5: Illustration of the measured geo-neutrino fluxes in the world over time.
The plot and the SNO+ 2023 result are from Ref. [118], with the grey point being
a prediction with 2 years of data and assuming the Mid-Q model.

Oscillation

All the measurements and predictions above have neutrino oscillation built-in. When
simply measuring the geo-neutrino flux at SNO+, this is exactly what one wants.
However, since this analysis is an oscillation fit, its response to varying oscillation
parameters must be understood. One can of course integrate over the full oscillation
probability formula, and the local geology (which is a rather unique impact crater
around SNO+), as was done in detail in [118]. However, this would be highly com-
putationally demanding to re-compute countless times as is required in an oscillation
analysis.

Instead, with geo-neutrinos originating from a continuous distribution spanning
hundreds and even thousands of kilometres, instead of from point sources, the oscil-
lation is completely averaged out. As such, formula (5.4) discussed in the Oscillation
chapter is very applicable here

⟨Pνe→νe⟩ = s413 + c413

[
1− 1

2
sin2 (2θ12)

]
. (6.9)

Oscillation therefore acts as an overall scaling factor, without introducing any appre-
ciable spectral changes. Any deviations from this behaviour are orders of magnitude
smaller than the large flux uncertainties previously discussed. This includes poten-
tial matter effects, which were found to introduce deviations of less than a percent
by the KamLAND experiment [120]. More exact quantification of the impact of the
approximations on the spectral shapes seen at SNO+ is currently underway.

One can therefore either fit the oscillated geo-neutrino flux independently from
oscillation, or apply oscillation to the un-oscillated geo-neutrino flux simultaneously
during the fit, using this scaling formula. The latter option was selected for this
analysis, simply for consistency.

6.3.3 (α, n) Events

The major troublesome background of this analysis is caused by α particles capturing
on nuclei in the detector, and releasing a neutron which later captures on a hydrogen
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atom. This broad category is called (α, n) events. The dominant source of α
particles inside the AV is from the decay of 210Po, as was described in section 6.2.1.
α particles are emitted from the AV surface, while a lower rate is emitted throughout
the internal volume.

These can then capture on various particles, such as 14/15N, 17/18O or 13C [2].
All possible sources of neutrons were considered by V. Lozza [124], including (α,
n), though it turns out that only two types need be considered. Capture on N can
be ignored due its negligible presence both in the AV and the liquid scintillator.
Oxygen however makes up roughly 37% of the AV mass, and both 17/18O isotopes
are stable. The natural abundance of 18O is over 4 times higher than 17O [125], so
only the former was considered. Meanwhile, the liquid scintillator is made up of
carbon chains, and so the stable 13C must also be accounted for.

The two noteworthy interactions are thus “surface” 18O(α, n)21Ne in the AV, and
“internal” 13C(α, n)16O in the liquid scintillator, or more explicitly

α +18 O → 21Ne + n, α+13 C → 16O + n. (6.10)

The former interaction leads to deexcitation γ’s of up to 2.1 MeV, while the latter up
to 6.1 MeV [8]. In either case the events lead to a prompt event from the interaction’s
immediate aftermath, followed later by a neutron capture, thus mimicking the IBD
signature.

A 5.7 m fiducial-volume (FV) cut was found to reduce the higher rate surface
18O(α, n)21Ne interactions to negligible levels [2]. Therefore, (α, n) refers only
to internal 13C(α, n)16O events through the rest of the text, and a 5.7 m cut is
imposed throughout. The total rate and prompt energy spectra are constructed
through various steps in the following sub-sections.

210Po Rate
210Po decays to 206Pb with a Q-value of 5.407 MeV. It releases a 5.304 MeV α particle,
or in rare cases a 4.517 MeV α and a 0.803 MeV γ (0.0012%) [126]. The latter decay
branch is ignored due to its rarity. The α energy is quenched down to 0.4 MeV,
producing an energy peak that can be fitted, allowing the decay rate to be found.
This was performed by S. Ricetto for different FV cuts, and the rates are shown in
figure 6.6.

The average rate over this period, for the largest 5 m FV cut, is 40.76 mHz/m3.
Rates computed from smaller FV cuts all smaller by 1.4% or less, and so no strong
radial dependence is found within 5 m. Any uncertainty arising from this measure-
ment is negligible compared to the cross-section concerns discussed next.

α to (α, n) Conversion

Thankfully for the antineutrino analysis, only a small fraction of these α decays lead
to (α, n) events. This yield can be calculated via

Y(α, n) = n13C

∫ Eα

0

dEα
σ (Eα)

dEα/dx
, (6.11)

where Eα = 5.304 MeV is the emitted α energy, n13C is the 13C density in the liquid
scintillator, and dEα/dx is the α’s stopping power in the medium. σ (Eα) is the
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Figure 6.6: Measured 210Po rate between 30/04/2022 and 05/03/2023, with various
FV cuts [127].

13C(α, n)16O cross-section itself, which still carries large uncertainties and conflicts
between models and measurements. The JENDL/AN-2005 libraries were used for
this analysis [128], which are cross-section calculations based on measurements by
K.K. Sekharan et al. (1967) [129], J.K. Bair et al. (1973) [130], and others. These
are shown in figure 6.7, along with the more recent Harissopulos et al. measurements
[131]. The stopping power was calculated using SRIM [132], and also shown in figure
6.7.

The 13C density can be calculated similarly to the H density in the IBD flux
calculation, in section 4.4.2. Using the mass fraction information for carbon, and
a naturally abundant average carbon atom mass of 12.0107 amu [134], one finds a
carbon density of nC = 3.79× 1022cm−3 ± 0.5% at 15◦C (uncertainty from temper-
ature dependence). The molar fraction of 13C is 1.07% [134], which finally modifies
this to

n13C = 4.05× 1020cm−3 ± 0.5%. (6.12)

The (α, n) yield was previously computed by V. Lozza [124], and then updated to
[135]

Y(α, n) = 6.11× 10−8. (6.13)

Daya Bay carried out a similar calculation, finding a yield of (5.8± 0.4) × 10−8

in a Gd-loaded LAB liquid scintillator, similar to that of SNO+ [136]. It has a
carbon mass fraction of 87.7%, almost identical to the SNO+ scintillator (see table
4.4), though it then computes the 13C mass density by multiplying the carbon mass
density by the 13C molar fraction (1.1%), rather than the mass fraction, yielding
0.0083 g/cm3. This would lead to a 13C density of 3.85×1020cm−3 which, accounting
for the slightly different 13C fractions used (1.1% vs 1.07%), is about 8% lower
than the SNO+ value. Correcting Daya Bay’s (α, n) yield for this brings it into
agreement with the value obtained here (6.13). Discussion of uncertainty is reserved
for a following section.

Bringing the (α, n) yield together with the aforementioned average 210Po decay
rate per unit volume (in the 5 m FV), the total (α, n) rate in the 5.7 m FV is

r(α, n) = 1.93µHz, (6.14)
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Figure 6.7: (α, n) total and partial cross-section calculations from the JENDL/AN-
2005 libraries [128], along with total cross-section measurements [129, 130, 131],
are shown on right y-axis. All these were downloaded from Ref. [133], in the
JENDL/2005 and EXFOR branches. The α energy from the 210Po decay is shown
as a vertical line. The left y-axis shows the α stopping power in liquid scintillator,
calculated using SRIM [132].

which translates to 61 expected (α, n) events per year, ignoring detection efficiency.
The angular correlation between the α and the neutron is taken into account only

in the ground state case, modelled with Legendre polynomials, just as in KamLAND
[120]. The impact of this angular dependence on simulated prompt energy spectra
was studied by the Daya Bay and KamLAND experiments [136, 120], and was found
to be small, due primarily to the neutron’s random walk.

Prompt Spectrum

As shown in figure 6.7, the 16O can be produced in either its ground state, or one of
its two excited states reachable by the 210P’s α energy. The neutron is released with
between 2.2 and 7.5 MeV for the ground state case, and lower energies when the
16O is excited, as shown in figure 6.8. This leads to three possible prompt signals,
which do not correspond one-to-one with the three excitation states:

• Proton recoil (PR): this is the dominant process. With the 16O produced in
the ground state, the neutron takes away almost all the energy – a so-called
fast neutron – and then elastically scatters off multiple hydrogen atoms in
the medium, losing energy over time. Simulations with GEANT4 reveal an
average of 7 recoils, during the first few ns of the neutron’s random walk [2].
These recoiling protons then go on produce quenched scintillation light, which
sums to events from around 0.4 to 3.5 MeV.

• 12C scattering: the same fast neutron can instead inelastically scatter on a
12C atom, raising it to an excited state, which rapidly decays by releasing a
4.4 MeV γ [137]. The fraction of 12C scatter versus PR events is estimated by
simulation, using cross-sections from [138].
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Figure 6.8: Emitted (α, n) neutron energy spectra in SNO+ scintillator, for 16O
produced in its ground or first two excited states. Computed analytically [124].

• 16O deexcitation: the resulting oxygen atom is produced in either its first
(6.049 MeV) or second (6.13 MeV) excited states, with α energy thresholds of
5.014 and 5.119 MeV respectively [128]. The former de-excites by releasing a
e+e− pair, the latter via a γ. Due to energy smearing this forms a single peak
around 6 MeV, so that both processes are indistinguishable.

Some energy from the original α contributes too, though its fraction is very low,
with a mean α energy of 0.2 MeV after quenching seen in the KamLAND experiment
[120]. Otherwise, roughly 9% of (α, n) prompt events are 16O deexcitation, 2.3%
12C scattering and the rest PR, which can be seen as distinct peaks in the energy
spectrum of figure 6.9. There is however a great deal of uncertainty in these fractions,
and indeed in the overall yield.

Figure 6.9: MC generated (α, n) prompt energy spectrum, with the three prompt
event processes clearly visible as distinct peaks. In order from left to right: proton
recoil (PR), 12C scattering and 16O deexcitation.
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Uncertainties

Different total cross-section measurements show significant disagreement, such as
between [131] and [130], among others. Even more troublesome, the ground state
is based on measurements of the inverse 16O(n, α)13C process, while the excited
states are simply calculated [128], with scarce experimental verification. The lack
of certainty here is such that the IAEA’s nuclear data section (NDS) put together
a summary report laying out these issues, and the highest priority measurements
[139]. In addition, the quenching experienced by protons in liquid scintillator is often
hard to independently calibrate, so there is uncertainty in the PR’s reconstructed
energy.

In order to address these concerns, the KamLAND experiment assigned conser-
vative uncertainties to the (α, n) prompt energy PDFs used in their spectral and
oscillation analyses. The ground state PDFs (PR and 12C scattering) were given a
joint 30% normalisation uncertainty, while the excited state PDF (16O deexcitation)
is left entirely unconstrained. An extra 10% uncertainty in the PR’s energy scale
is also implemented, to account for the quenching uncertainty [120]. The present
analysis will largely replicate this procedure, described in detail in chapter 8.

6.4 Tagging Efficiencies and Rates
Now that all the players are accounted for – the backgrounds, and the cuts used to
reduce some of them – the effectiveness of these cuts on the backgrounds and the
IBD signal can be determined. All the cuts are summarised in table 6.2, but first
a distinction must be made: any cuts involving timing vetoes (the muon induced
vetoes) are treated as reducing the live-time of the detector, as if the detector were off
during these periods. They therefore do not appear in tagging efficiency calculations,
but must be reflected in reported live-times. These reduce the total live-time of the
dataset from 145.2 (sum of all the runs) to 134.5 days, explaining the value used
throughout this text. Any other cuts conversely are only ever treated as tagging
efficiency, without impacting the detector live-time. The distinction is made for
ease of implementation in calculations, since everything but the vetoes is computed
using MC simulations. This section concerns itself only with the latter case.

The efficiency of the FV cut (R cut) has a little subtlety, in that is depends on
how one defines it. The full detector volume in which RAT simulates events – called
the “logical” volume – is 920.23 m3, slightly larger than a 6 m sphere by including
some of the neck. However, a 5.7 m FV cut is always imposed, and was in fact
used for all background rate calculations in this chapter, as well as for the reactor
IBDs (see section 4.4.2). This allowed a reduced uncertainty in the number of target
protons, by not needing to estimate the full detector volume. Therefore, only events
simulated within 5.7 m shall be considered for these efficiency calculations. Any
residual R cut efficiency deviations from 100% are thus purely from radial bias and
resolution in position reconstruction.

For the multiplicity cut, let us assume the event rates are constant, and the
worst case largest multiplicity window of TM = 2.8 ms. The highest rate event is
from reactor IBDs, at a rate after all other cuts of 4.20 × 10−6 Hz. The number
of events falling in this window is Poisson distributed, with an expectation value of
λ = TM · rIBD = 1.2 × 10−8. The probability of at least two events falling in this
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Table 6.2: Summary of cuts applied throughout this analysis. E and R are the
reconstructed energy and radial positions of the event respectively. ∆R and ∆t
are, in order, the spacial and temporal separation of the prospective prompt and
delayed events. Valid signifies whether reconstruction was successful or not, while
other quantities are described in sections above.

Cut name prompt cut delayed cut coincidence cut

min max min max min max
E (MeV) 0.9 8 1.85 2.4
R (m) 5.7 5.7
∆R (m) 1.5
∆t (µs) 0.4 800

Valid True
Multiplicity M = 1 in [tprompt − 1ms, tdelayed + 1ms]

Muon Vetos

Internal 20 s after Nhit > 3000
External 10 µs after OWL Nhit > 3

window is thus approximately zero, and so the multiplicity cut does not meaningfully
affect the tagging efficiency of any signal or background except what it is designed
to suppress.

The efficiencies of these cuts on the reactor IBD signal are shown in table 6.3,
along with any backgrounds that were not rendered negligible. These are all com-
puted using MC simulations, except for the data-driven accidentals background, for
which the numbers come from the arguments in section 6.2.2 above. Notice the 96%
FV cut efficiency, which likely comes from reconstruction’s roughly 10 cm position
resolution at around 5.7 m [67]: the volume of the shell from 5.6 to 5.7 m is roughly
96% of that from 5.7 to 5.8 m, meaning events mis-reconstructed ±10 cm about
5.7m have more chance to be reconstructed outside 5.7 m than inside by a ratio
of about 96%. This resolution effect, as well as any potential minor radial bias, is
assumed to be the same for the reconstruction of both MC simulations and data,
and so is not included in any systematic uncertainties at this stage.

The expected event rates after all these cuts are shown in table 6.4. The un-
oscillated geo-ν flux Ngeo-ν is computed using the Mid-Q TNU flux Φ from table 6.1,
the R = 3.7 U/Th radio, and the tagging efficiencies ϵU and ϵTh from table 6.3, via

Φ[TNU] =
⟨Pee⟩Ngeo-ν

R + 1

(
R

ϵU
+

1

ϵTh

)
1032

NH

1yr
T
. (6.15)

NH = 4.849 × 1031 is the number of protons in the target volume, as computed in
section 4.4.2, while T = 134.5 days is the livetime, and ⟨Pee⟩ = 0.54 is the average
survival probability. The expected number of oscillated reactor and geo-ν IBDs with
PDG oscillation parameters are also shown in the table, producing a total of 50.2
expected events. The resulting expected prompt energy spectrum is shown in figure
6.12.
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Table 6.3: Cut efficiencies (%) for the various cuts applied to the signal and non-
negligible backgrounds in this analysis. These are all computed using (un-oscillated)
MC simulations, except for the accidentals background, which is added as a rough
comparison, and assumes a starting “un-cut” rate given from all reconstructed events
within the 5.7 m FV, and between 0.5 and 9 MeV. Note that all the individual
cut efficiencies are only approximate, and depend on their ordering. The final cut
efficiencies themselves are accurate however, with statistical uncertainties of 0.1% or
less. Further note that all these efficiencies are for events simulated within the 5.7 m
FV, and the Valid cut efficiency includes the detector and reconstruction efficiencies,
and a E > 0 condition to deal with non-sensical energy reconstruction.

Cuts reactor-ν geo-ν (U) geo-ν (Th) (α, n) accidentals

de
la

ye
d Valid 98 -

R 96 -

E 96 0.0715

pr
om

pt Valid 99 98.5 98 96.5 -

R 96 -
E 99.9 99 98 92 1.46

∆t 97 0.680

∆R 99 8.5

Total 82.9 81.9 80.8 73.3 6.03× 10−9

Table 6.4: Average expected event rate after tagging efficiency, assuming a geo-ν
U/Th ratio of 3.7 as described previously. The expected number of events for 134.5
days is also shown, with and without neutrino oscillation.

reactor-ν geo-ν (α, n) accidentals

Rate (Hz) 4.20× 10−6 1.01× 10−7 1.41× 10−6 5.12× 10−8

Events (no oscillation) 48.8 11.8 16.4 0.59

Events (with oscillation) 26.8 6.36 16.4 0.59
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6.5 Tagged Data
These same cuts were applied to to the real 134.5 day dataset, and produced 57
tagged event pairs, within the Poissonian uncertainty about 50.2± 7.1. Their loca-
tions are displayed in figure 6.10a, exhibiting a roughly uniform distribution through-
out the FV, as expected for IBDs and approximately for (α, n) and accidentals. The
prompt and delayed events’ average x, y and z positions range from -0.09 to 0.37 m,
with standard deviations of roughly 2.5 m. Since almost all events are expected to
be coincident neutron capture events – IBDs or (α, n) – the tagged events should
follow the IBD’s ∆t and ∆R distributions, while their delayed event energies should
also match up. The former two are presented in figure 6.11, and the latter in figure
6.10b. These all match up with expectations, given the limited statistics1.

(a) Event pairs displayed according to
their reconstructed z and ρ2 = x2 + y2

positions in the detector.

(b) Reconstructed energy of delayed events com-
pared to simulated IBD delayed events. The IBD
normalisation is made to match the data.

Figure 6.10: Tagged prompt and delayed events from data taken between 30/04/2022
and 05/03/2023.

Meanwhile, the quantity of greatest interest – the prompt event energy distri-
bution – of these tagged pairs is shown in figure 6.12, compared to the expected
one from all the above calculations. This spectrum is more complex than all the
others mentioned here, depending on the contributions from the reactor IBD signal
as well as its relevant backgrounds, and their relative fluxes. PDG values of oscil-
lation parameters were also assumed for this calculation, with which the data and
simulations appear to be compatible. It is clear that despite the as yet small sample
size, its distribution in prompt energy is sensitive to these details, in particular to
the contribution of neutrino oscillation.

6.6 Summary
The final predictions of the fluxes and distributions of the reactor IBD signal and its
backgrounds were established, accounting for detection and background reduction
tagging efficiencies. These allow for a prediction of approximately half of the tagged
events originating from reactor antineutrinos, along with a likely detectable contri-
bution from geo-neutrinos. The 57 tagged events from the analysed dataset were

1A note on the data error bars used in this thesis is in appendix A.2
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(a) Temporal coincidences.

(b) Spacial coincidences.

Figure 6.11: Coincidence quantities between tagged prompt and delayed events from
data taken between 30/04/2022 and 05/03/2023, compared to expected distributions
from MC simulated IBDs. The IBD normalisations are made to match that of the
data.
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Figure 6.12: Reconstructed energies of tagged prompt events from data taken be-
tween 30/04/2022 and 05/03/2023, compared to the expected total prompt energy
spectrum from all signal and backgrounds in the same period, from MC simulations.
These use the predictions from table 6.4 and PDG values of oscillation parameters
[6].

found to match well with all the predictions developed across this and the previous
chapters, within statistical uncertainties. Meanwhile, systematic uncertainties from
all contributions were discussed, and are summarised below for convenience.

The uncertainty in the reactor antineutrino IBD flux was already covered in
previous chapters, being around 3%. The geo-ν flux is left unconstrained, while the
U/Th ratio is assigned a 35% uncertainty. The (α, n) flux is split into its three
prompt signals, with a joint 30% normalisation uncertainty for the two first (ground
state products: proton recoil and 12C scattering), and a 100% uncertainty in the
third peak’s (16O de-excitation) normalisation. The proton recoil distribution is
also given an additional energy scaling uncertainty, though this will be covered in
chapter 8. Finally, the accidental background has a 40% normalisation uncertainty
stemming from the ∆R cut, as previously mentioned, but no energy systematics
due to its PDF being data-driven. It is also assumed that the detection and tagging
efficiency contribute negligible uncertainty to any of these signals and backgrounds.
Changes in detector state are taken into account in simulations, while systematic
uncertainty in the energy reconstruction of prompt events is taken into account
independently in chapter 8. The impact of energy systematics on the delayed energy
cut efficiency is not accounted for in this work however.

In terms of potential improvements to background reduction, the accidental co-
incidence rate is already almost negligible, though small improvements can be made,
as in [3]. Otherwise, the geo-ν flux cannot be separated from the reactor-ν flux by
its nature. This leaves the (α, n) background as the most troublesome remaining
background to eliminate, which is the topic of the next chapter.
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Chapter 7

(α, n)-IBD Classifier

“And he that breaks a thing to find out what it is has left the path of wisdom.”
Gandalf – The Lord of the Rings, J.R.R. Tolkien

7.1 Introduction
After the coincidence tagging introduced in the previous chapter, the largest remain-
ing background to the reactor antineutrino signal is (α, n) events. This background
is quite troublesome for a few reasons, visible in the spectrum of figure 6.12. First
its various peaks can somewhat interfere with the recognisable spectral shape in-
duced in the reactor IBD spectrum by ∆m2

21. Secondly, the proton recoil (PR) peak
– the largest by far – completely overlaps with the geo-neutrino spectrum, render-
ing these two distributions largely degenerate in a spectral analysis. Thirdly, it is
plagued with uncertainties, as discussed in chapter 6. These systematic uncertain-
ties reduce the sensitivity of the oscillation analysis, and have an even larger impact
on geo-ν flux measurements. Only a qualitative explanation is given here, but all
this will be borne out by the oscillation analysis results in the following chapter.

The saving grace here is that proton recoils have a fundamentally different event
structure to the electron-positron annihilation of prompt IBD events, and indeed
most events detected at SNO+. The high energy neutron from the (α, n) recoils
against protons in the medium, producing an event slightly more spread out in time.
While large liquid scintillator detectors are insensitive to tracks and directionality,
they are rather good at extracting timing information. A classifier based on pulse
shape discrimination is thus developed to remove most of this background, detailed
in what follows. First, the concept of pulse shape discrimination is explored, laying
out the information the pulse shape contains and what parameters may affect it.
The development of the classifier is then laid out, followed by demonstrations of
its performance on various simulated datasets. Finally it is put to task on the real
tagged events from the previous chapter.

7.2 Pulse Shape Discrimination
Pulse shape discrimination (PSD) is the practice of classifying particles based on
their pulse shapes, which are themselves representations of the temporal structure
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of an event. For example in a liquid scintillator experiment, this would be the light
emission profile over time of an event. The exact way this is obtained at SNO+ is
described next, followed by what information it holds.

7.2.1 Time Residuals

One of the only pieces of information available at a fundamental level at SNO+ is
when and where a photon was detected by a PMT: the time and location of a PMT
hit. These are used to reconstruct the energy, position and time of an event, as
discussed in section 3.6.2. Subsequently, the PMT hits are still available for other
purposes, and as such are used to obtain pulse shapes. The pulse shape of an event
is defined by the distribution of its residual hit times tres from each PMT, given by
equation (3.1) in the same section, and repeated here for clarity

tres ≡ thit − tevt − tTOF. (7.1)

The pulse shape of an individual event is not a smooth curve, due to a limited
number of PMT hits. However, averaging over a large number of events effectively
reproduces a PDF from which they are drawn, as shown in figure 7.1 for (α, n) and
reactor IBD events. The same cuts as those presented in table 6.2 were applied
to MC simulations, with an additional maximum prompt energy cut of 3.5 MeV,
to only look at energies where PR events are present. Note that the pulse shapes
shown are not corrected for the different energy spectra of the events summed over,
which can introduce an additional normalisation difference, due to the total number
of PMT hits (Nhit) being roughly proportional to the event energy. However, even
ignoring this, the two different shapes are clearly visible: PR events have a longer
tail at the expense of a slightly shorter peak.

Figure 7.1: Example IBD (red) and α-n (blue) pulse shapes, created by summing
over the residual hit times of many simulated events in the 0.9 to 3.5 MeV range.

7.2.2 Scintillator Timing: Proton vs β

Organic scintillators, such as the one employed by SNO+, contain aromatic rings,
which produce photons (scintillate) via the excitation and then de-excitation of
highly de-localised electrons. It is therefore a type of fluorescence. Any scintillator
used in a liquid scintillator experiment also has a Stokes shift, meaning that the
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photons emitted by it have too little energy to re-excite it. For organic scintillators,
this achieved via vibrational energy levels. Due to spin selection rules, there are two
scintillator emission components: primary fluorescence and delayed fluorescence.
These occur with characteristic timescales from O(1) ns to O(100) ns, respectively.
Now, excitation via ionisation and recombination tends to lead to a higher fraction
of delayed fluorescence, compared to the fluorescence induced by excitation from
elastic scattering. As a result, heavy ionising particles such as α’s give rise to more
delayed fluorescence compared to lighter particles like β’s, with protons somewhere
in-between. The scintillation pulse from heavier particles thus tends to have a longer
tail, which can translate to a longer tail in an event’s pulse shape [140, 141, 20]

In RAT, the scintillator emission time PDF – or scintillator timing for short – is
parametrised via

f(t) =
n∑

i=1

Ni
e
− t

τi − e
− t

τrise

τi − τrise
, (7.2)

where Ni and τi are the particle-specific decay constants, and τrise is the scintillation
light rise time. Heavier ionising particles with a higher fraction of longer fluorescence
times are thus modelled with a longer tail in f(t). τrise = 0.85 ns is the same for all
particles, while the rest are calibrated by tuning MC simulations to data of known
pure samples of the particles of interest. β timing is calibrated using the prompt
events of the tagged in-situ 214BiPo event pairs described in section 3.7.2. Meanwhile,
α timing takes advantage of tagged 210Po decays, as mentioned in section 6.3.3. The
resulting timing constants for the 2.2 g/L PPO loaded full-fill phase used in this
analysis are shown in table 7.1. The scintillator emission PDFs thus produced1 are
shown in figure 7.2.

Table 7.1: Scintillator timing constants for β and α particles, used in equation (7.2).

β timing α timing

i 1 2 3 1 2 3 4

τi (ns) 5.0 24.46 399.0 4.1 21.0 84.0 197.0
Ni (unitless) 0.656 0.252 0.092 0.523 0.656 0.252 0.092

The proton timing has not been tuned as of the writing of this thesis. Attempts
were made to use the externally deployed AmBe source (see section 3.7.3) for this
purpose, but issues with simulating neutron propagation into the AV rendered the
tuning challenging. The proton timing is expected to lie somewhere between those
of the β and α’s, for the reasons laid out above. Consequently, the proton timing is
set to the same as the α timing, since it was found to fit reasonably well during the
partial-fill phase, and better than the β timing [1]. Such a check was possible during
the partial-fill phase, since the (α, n) rate was far higher, and so a pure sample could
be tagged. This is no longer possible in the full-fill phase. However, the classifier
will turn out to be quite insensitive to the small differences in timing expected for
protons, as will be shown later in this chapter.

1Note that the values saved in RAT are confusingly −τi, and the formula used is the CDF based
off the PDF above, normalised to have its last value equal to 1
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Figure 7.2: Scintillator emission PDFs for α and β particles in 2p2 g/L PPO loaded
full-fill optics. Uses constants from table 7.1 substituted into equation (7.2), and
then normalised to 1.

7.2.3 Event Structure

Energy Dependence

The timing considerations above affect the relative timing of emitted photons, but
not the number of them. The relationship between the light produced by an organic
scintillator and the energy loss of a particle travelling through it is well described
by Birk’s law

dL

dx
= S

dE
dx

1 + kB
dE
dx

. (7.3)

This is an empirical formula, where L is the light yield, S is the scintillator efficiency,
kB is Birk’s constant and x parametrises the particle’s path. dE/dx is called the
particle’s specific energy loss, or stopping power (as was used in equation (6.11)).
The value of kB depends on the particle and scintillator, and was found for β’s in
LAB using a Compton spectrometer with electrons in the energy range 0.09-3 MeV
[142]. The scintillator efficiency was then found by fitting 214BiPo prompt event
simulations to data [143]. Birk’s constant for α’s was similarly found using 214BiPo
delayed events [143], while the value for protons was measured with an external
experimental setup in a mix of LAB and 2.2 g/L of PPO [144]. All these values are
listed in table 7.2, which were used for simulations in this analysis.

Table 7.2: Constants used for different particles in Birk’s formula (7.3).

S [photons/MeV] kB [mm/MeV]
All β p α

14000 0.074 0.0708 0.077

The different values of kB, and the different energy deposition rates (dE/dx)
of heavier particles such as α’s and protons, lead to an effect known as quenching.
Quenching is where particles with the same kinetic energy but higher mass appear
to be of lower energy because they have a lower light yield. The exact mechanism
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is not fully understood, but it is measured, such as the quenched low energy 210Po
α decay peak at 0.4 MeV discussed in section 6.3.3.

Nevertheless, one can see that the total light yield is approximately proportional
to the energy of a particle, particularly at low energies. This where the rough
proportionality between the number of PMT hits and the energy of an event comes
from. However, Birk’s law also shows that the light yield over time depends on
the energy deposition rate, which itself depends on the particle’s initial energy.
Therefore, not only does the magnitude of the time-residual distribution of an event
depend on its energy, but so does the time-residual shape itself. This is further
compounded by the interaction-specific energy dependencies below.

Proton Recoils As mentioned in section 6.3.3 of the previous chapter, the (α,
n) fast neutron recoils an average of 7 times on protons in the medium over the
course of a few ns, as it starts its random walk. It generally deposits less energy
with each successive collision, with the exact energy deposition over time having
some dependence on the initial neutron energy, though such behaviour has not been
formally studied at SNO+ yet. Some of the prompt energy also comes from the
instigating α particle, though the amount is low (roughly 0.2 MeV, see section 6.3.3).
All this stretches out the event over time, leading to a longer tail in the pulse shape.
The way all this responds to different event energies may also be non-trivial, though
figure 7.3a shows very little shape-energy correlation, conversely to IBD positron
annihilations.

Positron Annihilation Similar arguments can also be used for the IBD prompt
events. The event energy comes from two sources: the positron travelling through
the medium, and the photons released when it annihilates with an electron. Both the
original e+, and the annihilation γ particles also exhibit energy dependant deposition
rates, making the pulse shape correlated with event energy. This correlation can be
even larger in the case where the e+ forms a bound state with an e− in the medium
lasting a few ns, as described below.

When a positron is released, it can sometimes form a bound state with an
electron – after having lost enough energy – called Positronium (Ps). The frac-
tion of positrons that undergo this process is both energy and medium dependant
[145, 146, 147]. However, out of those that do, a quarter form para-Positronium
(p-Ps) with spin 0 (e+ and e− spins anti-parallel), while three quarters form ortho-
Positronium (o-Ps) with spin 1 (spins aligned), due to combinatorics. The former
has a lifetime of 125 ps in a vacuum, making it indistinguishable from the case
where Ps is not formed. In fact, the pulse shapes of e+ and e−, when corrected for
the annihilation energy, are practically identical since they have the same charge
magnitude and mass. That is, except for when o-Ps is formed. o-Ps has a lifetime
of 142 ns in a vacuum, though it is reduced in a medium by interactions with other
electrons, such as "pick-off", "conversion" (spin-flip) or chemical reactions. This
reduces the lifetime to roughly 3 ns, which is just enough to distort the pulse shape,
particularly for the longer lived cases. This effectively separates the pulses from the
e+ and γ energy depositions, broadening the resulting pulse shape slightly.

The exact values to use for the o-Ps total formation fraction and lifetime are not
known, since no dedicated measurement exists for the SNO+ liquid scintillator cock-
tail. Looking at literature on the topic, the authors in Ref. [148] studied a range of
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scintillator mixes, and Ref. [149] interestingly investigated the effect of adding Neo-
dynium to the mix, in anticipation of SNO+’s previous plans to use this as a double
beta decay source. However, with Tellurium being used instead, Ref. [150] provides
the best overall match to the SNO+ target mix: LAB + 2g/L PPO + 5% amine
group as a surfactant + various concentrations of Te or Te and water. The only
mismatch is their use of an amine group as opposed to bis-MSB. The effect of this is
unknown, but from the values in the other papers mentioned above, it is expected
to be small, particularly for τ . The Tellurium and water concentrations do not have
much impact on τ or f . Meanwhile, theoretical models do not predict much energy
dependence on τ , where electric field strength was used simulate different energies
[145, 151]. This appears to be in agreement with experimental measurements [145]
in the low energy region (higher energies presented much larger backgrounds). The
formation fraction is however clearly energy dependent, as mentioned previously.
The values introduced into RAT by the author, and thus used in simulations are

τ = 2.7ns, f = 0.36. (7.4)

The effect of o-Ps is emulated by delaying the γ particle formations, of a fraction f
of positrons, by a random number sampled from an exponential decay distribution
governed by τ .

No uncertainty has been placed on these values yet, though the impact of includ-
ing these effects at all is extremely small. Nevertheless, this adds some small extra
randomness to the pulse shape, with some additional complicated energy depen-
dence: the initial e+ peak scales with the positron’s initial energy, while the latter
annihilation peak does not. All this discussed energy correlation is shown in figure
7.3a.

Radial Position Dependence

The last quantity that has a significant impact on the pulse shape is how far away
the event is from the centre of the detector. Due to the changes in refractive index
between the liquid scintillator, the AV, and the external water, the detected photons
do not necessarily travel in a straight line from the event to the PMT. This is to
be expected, as is a certain amount of scattering and re-emission of light even away
from these boundaries. However, the geometry of the detector means that these
optical effects have a non-trivial dependence on the radial position of an event. This
is somewhat taken into account during event reconstruction, though with increasing
difficulty as the event approaches the AV edge and the optics become ever more
challenging. However, the simple time residual definition (3.1) always assumed a
straight line time-of-flight. The discrepancy between this assumption and the reality
thus changes with radial position, and as such pulse shapes are warped as a function
of this. Note that this is another reason to only look at events within a 5.7 m FV,
avoiding the most unreliably reconstructed events and the strangest pulse shapes.
Examples of this radial position dependence are shown in figure 7.3b.

7.3 Classifier Selection
With the proton recoil events from (α, n) having longer tails in their pulse shapes
on average, compared to the IBD’s positron annihilations, a suitable classifier can
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(a) Reconstructed energy dependence. Nor-
malisations also roughly scale with energy.

(b) Reconstructed radial position depen-
dence (RAV = 6 m).

Figure 7.3: IBD and (α, n) prompt event pulses’ shape dependence on energy and
radial position. Only events with reconstructed energy in the 0.8 to 3.5 MeV range
and reconstructed radial position below 5.7 m were considered. Pulse shapes are
also always normalised to draw attention to the shape changes.

be constructed to optimally distinguish between them. In particular it should be
resilient to the energy and radial position correlations just discussed. The standard
log-likelihood classifier is briefly covered for reference, before an in-depth description
of the better adapted Fisher discriminant classifier.

7.3.1 Log-Likelihood

For a given PDF pA(x), the probability density of making a measurement between x1
and x1+dx is dPA = pA(x1)dx. For N independent measurements xi, the probability
of this outcome is dPA = LA(x)dx, where the likelihood L is defined as

LA =
N∏
i=1

pA(xi). (7.5)

The likelihood ratio rL ≡ LA/LB between two hypotheses A and B is then a test
of which is most likely to produce a given data set {xi}. In practical applications,
the logarithm of the ratio is easier to compute: the log-likelihood ratio ∆l. One can
then cut all events producing ∆l < tcut for example, to purify the data.

Now, the Neyman-Pearson lemma states that when comparing two simple hy-
potheses, for a given critical region (cut) and a given significance level, the likelihood
ratio is the test statistic that provides the greatest power [152]. In other words, for
a simple hypothesis, the likelihood ratio rL (and any statistic that monotonically
increases with rL, such as ∆l) gives the greatest chance of finding a true positive for
a given chance of finding a false negative. Classifiers based on it would be the most
powerful.

The two hypothesis PDFs one would wish to use here are the pulse shapes of the
proton recoil and positron annihilation events. These are constructed from binned
histograms of PMT hit time residuals. Therefore, if one defines bin i as being
centered around time residual ti, with bin width ∆t, the PDF of hypothesis A has a
value in bin i of pAi ≡

∫ ti+0.5∆t

ti−0.5∆t
pA(t)dt, and similarly for hypothesis B. If one then

further defines xi as the number of measured PMT hits with a time residual in bin
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i for an event, the log-likelihood ratio is effectively a dot product, via

∆l = p⃗ · x⃗,
x⃗ = (x1, x2, ..., xn) ,

p⃗ =
(
ln
(
pA1 − pB1

)
, ln

(
pA2 − pB2

)
, ..., ln

(
pAn − pBn

))
.

(7.6)

This form is shown here to draw a comparison with the Fisher discriminant later
on.

Taking a step back, the hypotheses being tested here are simply the nature of the
event, with everything else left undetermined, such as its position in the detector
and its energy. However, these quantities were shown to be correlated with the
pulse shapes above. Therefore, not only are the measurements not independent, the
hypotheses being compared in this classifier are not simple (they are composite), and
the Neyman-Pearson lemma thus does not apply. To be more precise, if the event
energy were only correlated with the number of measurements (the number of PMT
hits here), and this correlation were identical for both hypotheses, the likelihood
ratio would be unchanged and the lemma would still apply. However, the shape
itself is correlated with energy in non-trivial and differing ways, not to mention the
radial position too.

One could produce a PDF for each hypothesis at every energy and radial position
(or with as fine a binning as possible), to approach simple hypotheses in each case.
One can always reduce a composite hypothesis to a simple hypothesis given enough
assumptions. However, this would be a cumbersome process that effectively tries to
remove energy and radial dependence without accounting for their inter-correlations.
The log-likelihood can of course still be used, but the following method proved more
successful.

7.3.2 Fisher Discriminant

An alternative approach to the classification of multi-dimensional data with un-
known covariance, originally by Fisher [153], is to find the “best” projection of it to
1 dimension, which allows the easiest separation. This is a type of linear discriminant
analysis.

Definition and Motivation

More specifically, consider a training data set with total covariance matrix Σ and
total mean µ⃗, composed of N multiple underlying data sets, drawn from their own
distributions with covariance matrices Σi and means µ⃗i (i ∈ {1, N}). Suppose one
has ni data points x⃗i,j (j ∈ {1, ni}) in each class, for a total number of data points
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n =
∑N

i=1 ni, the total covariance matrix is

Σ =
1

n

N∑
i=1

ni∑
j=1

(x⃗i,j − µ⃗) (x⃗i,j − µ⃗)T

=
1

n

N∑
i=1

ni∑
j=1

(x⃗i,j − µ⃗i + µ⃗i − µ⃗) (x⃗i,j − µ⃗i + µ⃗i − µ⃗)T

=
1

n

N∑
i=1

ni∑
j=1

(x⃗i,j − µ⃗i) (x⃗i,j − µ⃗i)
T +

1

n

N∑
i=1

ni (µ⃗i − µ⃗) (µ⃗i − µ⃗)T

=
1

n

N∑
i=1

niΣi +
1

n

N∑
i=1

ni (µ⃗i − µ⃗) (µ⃗i − µ⃗)T

Σ = W +B,

(7.7)

where the within-class covariance matrix W ≡
∑N

i=1
ni

n
Σi, and the between-class

covariance matrix B ≡
∑N

i=1
ni

n
(µ⃗i − µ⃗) (µ⃗i − µ⃗)T are defined [154]. Now, one can

construct the projected ratio of these two

R ≡ a⃗TBa⃗

a⃗TWa⃗
, (7.8)

which can be maximised by varying the projection vector a⃗. Note that this quantity
is always positive since B and W are covariance matrices (or sums thereof), and so
are positive semi-definite. In fact, an additional assumption is made at this stage
to get a well defined ratio: W must be positive definite, so that a⃗TWa⃗ ̸= 0. This
means that det (W ) ̸= 0 too, and so W is invertible.

Two-Class Solution

Now, in the simpler case of two classes A and B, using µ⃗ = nA

n
µ⃗A + nB

n
µ⃗B one can

easily show

B =
nAnB

n2
(µ⃗A − µ⃗B) (µ⃗A − µ⃗B)

T ,

W =
nA

n
ΣA +

nB

n
ΣB,

(7.9)

so that the ratio can be written in index notation as

R =
nAnB

n2

ai (µi
A − µi

B)
(
µj
A − µj

B

)
aj

aiW ijaj
, (7.10)

where repeated lower case indices imply summation. Computing ∂R
∂ak

= 0 to find its
stationary points, one finds after some algebra

a⃗ = W−1 (µ⃗A − µ⃗B)
a⃗TWa⃗

a⃗ · (µ⃗A − µ⃗B)
, (7.11)

which implies a⃗ ∝ W−1 (µ⃗A − µ⃗B). Substituting this ansatz back in yields no con-
straint on the proportionality constant, so the following result is chosen

a⃗ = W−1 (µ⃗A − µ⃗B) . (7.12)
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The derivation up to this point can be found in Ref. [152], though it does not “derive”
the within-class and between-class covariance matrices (7.7), simply postulating the
two-class cases of them (7.9) as useful quantities to work with. It also does not
include weighting factors in the definition of W as done here and in Ref. [154]
(likewise with B, though it has no impact). This is simply a small difference in the
definition of the statistic, which one is free to make. In fact the ratio r ≡ nA

nB
in

the definition of W is the only reasonable free parameter one can insert in the R
ratio (7.8): any others simply re-scale R or shift one of the means, and so have no
impact. One could simply postulate that W is defined with this parameter, without
the previous derivation, and it of course reduces to the definition in Ref. [152] by
choosing r = 1.

Maximum Proof

To show that this solution is indeed a maximum, the Laplacian of R at the stationary
point must be negative2. So, calculating ∂2R

∂ak∂al
, setting k = l and substituting in

the solution for a⃗ above, one finds

∇2R̂ = 2
nAnB

n2

[
(µ⃗A − µ⃗B) · (µ⃗A − µ⃗B)

(µ⃗A − µ⃗B)
T W−1 (µ⃗A − µ⃗B)

− Tr (W )

]
, (7.13)

where R̂ denotes R at the stationary point. Rearranging a little, this is

∇2R̂ = −2Tr (W )
nAnB

n2

(µ⃗A − µ⃗B)M (µ⃗A − µ⃗B)

(µ⃗A − µ⃗B)
T W−1 (µ⃗A − µ⃗B)

, (7.14)

where
M ≡ W−1 − 1

Tr (W )
1. (7.15)

Now, the trace Tr (W ) is positive since it is the sum of W ’s eigenvalues, which are all
positive due to W being positive definite. The denominator is also always positive
due to W−1 being positive definite too, since its eigenvalues are simply the inverses
of W ’s, and thus all positive. Therefore, all that is needed to ensure that ∇2R̂ < 0,
is that M be positive definite. To this end, one can find its eigenvalues λ by using
the usual formula,

det (M − λ1) = 0

det
(
W−1 − 1

Tr (W )
1− λ1

)
= 0

det
(
W−1 − λ̃1

)
= 0,

(7.16)

where λ̃ ≡ λ + 1/Tr (W ). Notice that for this equation to hold true, λ̃ must be an
eigenvalue of W−1, which are inverses of W ’s eigenvalues α = 1/λ̃. Thus, one has

λ =
1

α
− 1

Tr (W )
=

Tr (W )− α

αTr (W )
, (7.17)

2This part of the proof is not present in Ref. [152], nor could the author find it anywhere else,
and so is entirely the author’s own work. Though it has likely been worked out somewhere else
before. (well done for reading this deep)
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where for a particular eigenvalue λi (i ∈ {1, n}), noting that the trace of a matrix
is the sum of its eigenvalues,

λi =

∑n
j=1 αj − αi

αi

∑n
j=1 αj

, (7.18)

which is always positive since all the eigenvalues are positive, and n ≥ 2. Therefore
M is positive definite, ∇2R̂ < 0, and the solution found above is indeed always a
maximum.

Using the Fisher Discriminant as a Classifier

If one treats with data in the form of multi-dimensional data points x⃗ (at least 2D),
a⃗ can be computed – or “trained” – on some test data (MC, for example) where the
classification is known, using the solution above (7.12). The test statistic can then
be computed on real data one wishes to classify, on a point by point basis, via the
statistic

F ≡ a⃗ · x⃗. (7.19)

One can then sort the data by choosing a threshold F(x⃗) = Fcut. The most obvious
threshold is half-way between the projected means

tcut, Fisher =
1

2
a⃗ · (µ⃗A + µ⃗B) , (7.20)

but any threshold can be chosen, depending on one’s wishes. Notice how similar
(7.19) is to the log-likelihood formula (7.6), where a⃗ has taken on the role of the
binned log-likelihood ratio vector p⃗, while x⃗ contains the data. This raises the
possibility of recasting the one dimensional binned time residual data as a high
dimensional vector, by treating each bin as a dimension and its content as the vector
component in that dimension. This renders pulse shape discrimination tractable to
the Fisher discriminant method.

Link with the Likelihood Ratio

Another interesting link between the Fisher discriminant and the likelihood ratio
is shown in Ref. [152], in a limiting case. If one assumes that the PDFs pA(x) and
pB(x) are both n-dimensional Gaussian distributions for data points x⃗, with identical
covariance matrices Σ

pK(x⃗) =
1

(2π)n/2 det (Σ)1/2
exp

[
−1

2
(x⃗− µ⃗K)

T Σ−1 (x⃗− µ⃗K)

]
, (7.21)

where K = {A,B}, the log-likelihood ratio becomes

∆l = (µ⃗A − µ⃗B)
T Σ−1x⃗− 1

2
µ⃗T
AΣ

−1µ⃗A +
1

2
µ⃗T
BΣ

−1µ⃗B. (7.22)

The two last terms are independent of x⃗, and so can be ignored as simply shifting
the threshold by a constant C. The first term turns out to be exactly Fisher’s
discriminant (7.19) when the covariance matrices are identical (strictly speaking,
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proportional to the one defined in (7.12) by a factor of two). So in this simplified
case, one finds

∆l ∝ F + C, (7.23)

showing that the Fisher discriminant can also be an “optimal” classifier in certain
cases. This equivalence provides no guidance on what an optimal value for the
weighting parameter r = nA/nB might be however, since it drops out of the equation
from the simplification of Σ = ΣA = ΣB.

7.4 Classifier Training
The word “training” here is used in a loose manner, where it involves selecting
appropriate simulation data and formatting it in the best way to be applied to the
formulae derived above to compute a⃗. Note that for now r = 1 is assumed, with
further discussion of this saved for later.

7.4.1 Reconstructed Distributions

First of all, the same cuts are used on simulated MC data here as are used in the
whole present analysis, as shown in table 6.2. An additional maximum prompt
energy cut at 3.5 MeV is also applied, to focus only on the energy range where
proton recoils occur. Therefore, the energy range looked at throughout this chapter
is 0.9-3.5 MeV.

Secondly, there is a risk of the classifier leveraging the different energy spectra of
reactor IBDs and (α, n) to separate them, since energy is correlated with the pulse
shape. Likewise could be true of the radial position. This is problematic since the
energy distribution cannot be treated as known a-priori in an oscillation analysis.
Meanwhile the radial distribution of (α, n) events has not been ascertained in detail,
and likely changes somewhat over time. The training samples from both should
therefore match as closely as possible: have the same energy and radial position
distributions. By default, events of any kind are simulated uniformly throughout
the full 6 m detector volume, and after reconstruction and cuts look identically
distributed.

For the energy distributions, the issue is more complex, since the measured
event energy depends on many details of the MC process. The event generators
were modified to produce slightly more uniform data, but an extra post-simulation
step was still required: all events were grouped into 20 evenly spaced energy bins
in the 0.9-3.5 MeV range, and the bin with the least events identified. Events from
all other bins were then thrown away at random, until all the bins had the same
number of events, producing roughly uniform, and thus similar, distributions. These
are shown in figure 7.4.

7.4.2 Constructing the Data Vector

As introduced previously, a vector x⃗ needs to be constructed for each event, and
this can be made by treating each bin of the time residual distribution tres as a
dimension, as described for equation (7.6). First however, the tres range and bin
width must be decided. To this end, multiple ranges were tested, with a bin width
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Figure 7.4: Reconstructed energy and radial position distributions of IBD and (α, n)
prompt events used for classifier training, after cuts and energy spectrum flattening.

fixed at 1 ns, computing a⃗ in each case, which was then used to classify another set
of training data. No change was found by extending beyond −15 < tres(ns) < 150,
so this range was selected. A smaller bin width than 1 ns was not tested, since it
is around the limit of the PMTs’ resolution. Larger bin widths were tested in the
same way, and the classification was extremely robust to these changes: no impact
was found up to an 11 ns bin width, and only a minor decrease in performance at
55 ns.

At this point, the Fisher discriminant classifier already out-performed a standard
log-likelihood classifier, as shown in figure 7.5. It in fact performed similarly to an
improved version of the log-likelihood classifier, where four PDFs were used for each
event type, instead of one: split into two energy and two radial position ranges. Its
performance can now be enhanced by taking advantage of its use of correlations.
The reconstructed radial position R of an event was added as an extra component
at the end of x⃗, yielding the improved classification seen in figure 7.5. Adding
the reconstructed energy E instead provided only a very minor improvement, while
adding E to the end of the vector already containing R showed no improvement
whatsoever. This is because the information about the event’s energy is already
contained in the magnitude of x⃗ (excluding the R component), since its magnitude
is the number of PMT hits, which was previously shown to be roughly proportional
to the event energy. Including only R thus also incorporates any correlation between
R and E, explaining why the small improvement of adding E vanishes when R is
already there.

Each event thus has a 166-component vector x⃗, where the last component is
its reconstructed radial position, and the rest are residual hit times in the range
−15 < tres(ns) < 150. With this definition, training data was used to compute W
and then a⃗.

7.5 Results
The now “trained” classifier is applied to various simulated and then real datasets,
to measure its performance and any biases it might introduce. First its behaviour
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Figure 7.5: Receiver operating characteristic (ROC) curve of the (α, n)/IBD Fisher
discriminant classifier, including different information, and applied to simulated
training data. Standard and improved log-likelihood classifier showed for compari-
son.

with uniform training data is further characterised, before more realistic (α, n) and
IBD spectra are considered. It is then applied to the real data tagged in chapter 6.

7.5.1 Uniform MC Data

A new dataset of IBD and (α, n) events were simulated with matching energy and
radial position spectra in exactly the same way as the training data. These were then
classified on an event-by-event basis and the classification F is shown in figure 7.6
across the prompt energy and radial position ranges. There is correlation between F
and E, as one might expect, since the norm of x⃗ (sans the last component) is roughly
proportional to E. This behaviour is further studied in section 7.6 below. The
classifier performs fairly consistently across R ranges, aside from a minor increase
in F at low values.

A cut value was chosen to maximise the signal to background significance
ϵSnS√

ϵSnS + ϵBnB

, (7.24)

where S and B signify signal and background respectively, n is the expected sample
size of each type, and ϵ its classification efficiency from the classifier. nS = nB is
once again assumed, which maximises the significance for a cut at

Fcut = −8.81, (7.25)

which yields a signal efficiency of ϵS = (93.8± 0.1)% and a background efficiency
of ϵB = (8.7± 0.1)%. The uncertainties here are statistical, and estimated by
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propagating a Binomial standard deviation from the number of selected (not cut)
events out of the total: 53280 IBD and 53880 (α, n) events. An interesting point to
note is that this is very close to the midway point between the average classifications
of the IBDs and (α, n) of -8.85.

A high degree of separation is clearly achieved on average. These classification
efficiencies are also shown as a function of E and R3 in figure 7.6, where the statistical
uncertainty in each bin never exceeds around 0.7%. The classifier’s performance is
relatively constant, aside from an uptick in ϵB at low R3, and a slight decrease in
performance at lower energies. For example, below 1.5 MeV it is closer to ϵS = 90%
and ϵB = 16%. The exact classification efficiency will thus depend on the energy
spectrum of what is being classified.

Figure 7.6: Classification F across different energies E and radial positions R, for
IBD and (α, n) events issuing from roughly uniform E and R3 distribution, in the
ranges E ∈ [0.9, 3.5] MeV and R ∈ [0, 5.7] m. The black dashed line in the top
four plots show the cut applied at Fcut = −8.81. The lower two plots show the
classification efficiencies of this particular Fcut.

7.5.2 Realistic MC Data

The classifier was then applied to MC simulations of (α, n), geo-ν and reactor IBD
events, with the expected energy spectra discussed at length in previous chapters.
Just as before, the usual analysis cuts are applied, while only looking at the 0.9
to 3.5 MeV energy range. The antineutrino spectrum is classified both with and
without neutrino oscillation applied – using various values of ∆m2

21 – to see if its
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effect on the energy spectrum impacts the classifier performance. The results of
some of these event-by-event classifications are shown in figure 7.7.

Figure 7.7: ROC curve for MC simulated (α, n) and IBD events issuing from realistic
energy distributions. IBD spectra computed with different values of ∆m2

21 are tested,
based on the value from table 5.1.

Neutrino oscillation clearly has no impact on the classifier – the cut efficiency
variations are of the same order as the statistical uncertainty – so no complicated
oscillation dependence of the signal efficiency need be considered. Meanwhile, the
geo-neutrino events have slightly lower efficiencies due to being concentrated around
the lowest energies, in which the previous section showed that the IBD classification
efficiency is lower. This nevertheless underlines that when the classifier is used in
the oscillation analysis, any PDFs should be constructed based on simulations also
subject to the classifier, to correctly incorporate its energy dependence.

The exact classifier cut to choose is hard to determine. In principle one would
attempt to maximise the signal to background significance again, but this depends
on what one considers a signal and a background: reactor neutrinos or geo-neutrinos.
Even if one chooses reactor neutrinos, the exact expected number is subject to some
uncertainty, particularly if the neutrino oscillation parameters are assumed to be
unknown. The expected backgrounds are subject to far more uncertainty still, as
discussed in the previous chapter. For the purposes of this analysis, the same cut at
F = −8.81 from the previous section is selected, leading to the selection efficiencies
in table 7.3. This is not a bad choice anyway, since based on the predictions from
table 6.4, the number of reactor IBDs and (α, n) between 0.9 and 3.5 MeV is
expected to be roughly equivalent. The accidentals’ selection efficiency has not been
determined yet, due to time constraints.

7.5.3 Scintillator Timing Test

In order to address the lack of an explicit scintillator timing tuning for protons, a
simulation based test was performed. Realistic (α, n) events were simulated and
tagged in exactly the same way as the previous section, with the proton timing set
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Table 7.3: Selection efficiency (%) of the (α, n)-IBD classifier on signal and back-
grounds in the 0.9 to 3.5 MeV range, with statistical uncertainty.

reactor-ν geo-ν 238U geo-ν 232Th (α, n)

94.9± 0.3 90.8± 0.1 88.1± 0.1 11.2± 0.3

to either the α or β timings (roughly 4000 events for each) as detailed in section
7.2.2 above. The classification of both simulated datasets are displayed in figure
7.8, where it is clear that it has a completely negligible impact. Specifically the α
and β timings lead to classification efficiencies of (10.9± 0.5)% and (10.2± 0.5)%,
using statistical uncertainties. Based on the discussions in section 7.2.2, the proton
timing is expected to be somewhere in-between the two. This clearly demonstrates
that it is the event structure of the multiple proton recoils spread out over time that
dominates the discrimination power of this classifier. As such, using the α timing
as a stand-in for the proton timing is not expected to detract from the classifier’s
performance.

Figure 7.8: Classification F of simulated (α, n) events issuing from a realistic energy
distribution, where the scintillator timing for protons was set either to that of α or
β particles. The classifier cut threshold Fcut = −8.81 is also displayed.

7.6 Parameter Tuning
Returning to the previously made assumption of nS = nB, this is generally the
implicit assumption of uses in the literature, unless the values are known and taken
from the data. However, in an event-by-event classifier, these quantities cannot be
known a priori with certainty. In particular, this classifier is intended to improve the
measurement of oscillation parameters, which can strongly depend on the number of
measured IBD and (α, n) events. nS and nB are thus effectively floating parameters
in this analysis.
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There is thus no strong mathematical justification for a particular choice of
r ≡ nS/nB, as was further reinforced by the point made in section 7.3.2 above.
Instead, different values for this ratio were tested on training data, treating it as a
hyper-parameter. As was expected, choosing nS > nB grouped the classification of
the signal together more strongly, while allowing that of the backgrounds to spread
more, and vice-versa. Figure 7.9 bears this out, showing how the standard deviations
of the classification of the signal and background vary with r. Indeed, such a choice
in r amounts to weighting one within-class covariance matrix more strongly over the
other, thus instructing the projection to minimise one’s spread at the expense of the
other’s.

Figure 7.9: Classification of IBD signal and (α, n) background events, issuing from
uniform energy spectra, with classifiers using different weightings r = nS/nB. Sub-
scripts S and B designate signal and background respectively, while F is the classifier
output of an event. For each event type, µ and σ denote the mean and standard
deviations in F , while ρ(·, ·) denotes the correlation between the two bracketed
quantities.

Interestingly, figure 7.9 also shows a strong dependence of the classification-
energy correlation ρ(F,E) on the weighting r. Now, non-zero correlation is expected
here, since as previously mentioned

F ∝ |x⃗|,
n−1∑
i=1

xi = Nhit ∝∼ E, (7.26)

where n is the number of dimensions in x⃗. However, the chosen projection a⃗ can be
rotated in such a way as to completely suppress this correlation. The catch is that
doing so for the signal increases the correlation in the background, and vice-versa.
Meanwhile, for equal weighting, the signal and background have equal magnitude
but opposite correlations. Such behaviour can be understood thusly: suppose two
distributions are plotted in 2-d space, each with their own correlation between the
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two dimensions. This produces two lines with different slopes. Now, with equal
weighting, the best line separating them is a straight line with a slope half-way
between those two (the average slope of the two). Rotating this separation line to
the x-axis to represent the projection, the two distributions appear the have the
same slope magnitude but with opposite signs. Then if one weights one distribution
over the other, this amounts to drawing the separation line with a slope closer to
that distribution’s. Rotating the separation line back to the x-axis again yields a
smaller slope for that one at the expense of a greater slope for the other – still with
opposite signs.

ROC curves where different values of r were used are shown in figure 7.10. As
one might expect, little impact is seen when the IBD and (α, n) events issue from the
same uniform E distributions. Even the “real” distributions show only marginally
more variation with r, arising from their differing energy spectra. Such behaviour
could in principle be exploited to created a further tuned classifier for one’s particular
needs, if the energy spectra of the data are known a priori. This is not the case here
however, and so r = 1 is left as-is to avoid any over-tuning of the classifier that
may depend on assumptions about the expected energy spectra, and the amount of
expected signal and background data.

(a) IBD and (α, n) from uniform E dis-
tributions.

(b) Reactor IBD, geo-ν IBD and (α, n) from ex-
pected E distributions.

Figure 7.10: ROC curves of various signal-background combinations, where various
weights r are used in the classifier.

7.7 Real Data
With the classifier’s behaviour with MC simulation explored in depth, it can now be
applied to data. While characterisation of its performance on known pure data sam-
ples is desirable, this has not yet been performed, due both to time constraints and
in the case of AmBe data, peculiarities to iron out first. However, the tagged dataset
of 57 events presented at the end of the previous chapter is apt for classification.
Indeed, this is the goal of the classifier.
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The prompt events below 3.5 MeV are classified in figure 7.11a, displaying the
mix of IBD-like and (α, n)-like events anticipated in this range. Out of the 48 events
in this energy range, 13 are removed by the cut at F = −8.81, which translates to an
efficiency of 73%. After neutrino oscillation with the standard PDG value oscillation
parameters, about 67% of the predicted (tagged) reactor IBD flux is below 3.5
MeV. Using this combined with the classification efficiencies from table 7.3 and the
expected fluxes from table 6.4, the expected classification efficiency of data in the
0.9 to 3.5 MeV range is about 64%. Accidentals were assumed to classify the same
as Thorium geo-neutrinos for this, both expected to be low-energy β-like events.
Having this classification range from 0% to 100% only changes the result by up to
about 1% anyhow. Regardless, given the small sample size and large systematic
uncertainties involved, the results appear compatible3, with a possible small excess
around F ≈ −8. Furthermore, if the classifier is applied to events above 3.5 MeV,
only one out of the nine events is cut – a 3.98 MeV event. This behaviour is also
in line with expectation of almost all tagged events above 3.5 MeV being IBD-like,
and the classifier performing better for greater energies.

However, the classification of the delayed events tells a mixed story. Aside from
the small accidentals contribution, these are all expected to be roughly 2.2 MeV
neutron captures, as supported by the distributions shown in 6.5. These events
should be IBD-like, being engendered by a single 2.2 MeV γ release, and so almost
all tagged delayed events should classify as such. However, figure 7.11b shows that
while this trend is roughly followed, there appears to be a systematic shift away from
the expected distribution of about -2 F . This discrepancy suggests that simulations
are not fully capturing some aspect of the real events, producing subtly different
pulse shapes which this classifier teases out.

Finally, while the classification of the prompt events below 3.5 MeV is strongly
correlated with their energy as expected (ρ = 0.53), it also appears more strongly
correlated with the prompt R3 and ∆R than it should (ρ = −0.25 and ρ = −0.19
respectively). Not much more can be speculated at this stage, until known pure
samples of data with high statistics can be brought to bear, to study the behaviour
in detail.

These issues notwithstanding, the cut event pairs (i.e. those with prompt F <
−8.81 and prompt E < 3.5) are displayed in figure 7.12a, while the resulting prompt
energy spectrum is shown in 7.12b, compared to its similarly classified expected
distribution. Note that the accidentals PDF is not classified in the latter figure, due
to time constraints. These appear to be in good agreement, particularly the prompt
energy spectrum. Meanwhile, the predicted (α, n) PR flux has been dramatically
reduced.

7.8 Summary
A Fisher discriminant based classifier is constructed, enabling powerful pulse shape
discrimination between low-energy prompt IBD events and their main background:
(α, n) induced proton recoil events. MC based simulations suggest that 88.8 % of
this background can be cut in the 0.9 to 3.5 MeV range, while only sacrificing 5.1 %
of reactor IBDs in the same range. The energy and radial position responses of the

3A note on the data error bars used in this thesis is in appendix A.2
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(a) Prompt events below 3.5 MeV, with MC distributions
using predicted rates.

(b) Delayed events, with IBD (α, n) distributions nor-
malised to the number amount of data.

Figure 7.11: Classification F of tagged prompt and delayed events from data taken
between 30/04/2022 and 05/03/2023, compared to their expected distributions from
MC simulations.
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(a) Coincidence pairs displayed according to their recon-
structed z and ρ2 = x2 + y2 positions in the detector, with
those cut by the classifier highlighted in yellow.

(b) Reconstructed prompt energy, with and without clas-
sification, compared to the expected classified spectra (ex-
cept the accidental PDF which is not classified).

Figure 7.12: Distributions of tagged prompt and delayed events from data taken
between 30/04/2022 and 05/03/2023.
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classifier were characterised, only inducing minor biases, which can be accounted for
by constructing energy spectrum PDFs based on MC simulations subjected to the
same classifier.

The characterisation of its performance on real data with large samples has not
yet been performed. Plans are in place to use tagged in-situ 214BiPo events to
study the classification of IBD-like events, while a future internal deployment of the
AmBe source would provide invaluable access to (α, n)-like events. In the meantime,
the classifier was applied as-is to the data sample of 57 event pairs under analysis
– specifically those with prompt energies below 3.5 MeV. While some potential
data-MC mismatch is suggested, the classification results are broadly as expected,
and the resulting prompt energy spectrum lines up well with predictions. Definite
conclusions are difficult to draw with the current limited sample size. Regardless,
the classifier is used in the oscillation analysis at the end of the next chapter, at the
very least as a proof of concept.

Systematic uncertainties are hard to assign, though not as critical at this low-
statistics stage. A 100% scaling uncertainty is assigned to the classified (α, n)
proton recoil PDF, allowing it to scale somewhat independently to the 12C PDF.
Otherwise, the geo-neutrinos are already entirely unconstrained, and the accidentals
are practically negligible, so no extra uncertainties are assigned to them. The reactor
IBD classification only predicts the removal of about 5.1% of them in the low-energy
region, which is already covered by highly floating PR and geo-neutrino spectra.
Therefore, no classification uncertainty is given to the reactor IBD spectrum either.
Only one extra floating parameter is thus to be added to the oscillation analysis
when the classifier is employed.
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Chapter 8

Oscillation Analysis

“It is a comfort not to be mistaken at all points.”
Gandalf – The Lord of the Rings, J.R.R. Tolkien

8.1 Introduction
With calculations of the expected reactor antineutrino induced IBD flux and spec-
trum complete, along with all the most important backgrounds, everything can now
be put together to perform a measurement of neutrino oscillation at SNO+. The
general principle is to compare data after all the background-reducing cuts to a com-
bination of PDFs of all the expected signal and backgrounds. These PDFs and their
corresponding normalisations are then modified for different oscillation parameter
values until the best fit is found, via a maximum likelihood analysis. Of course,
there are a few more bells and whistles and caveats to this, as will be discussed at
length.

Note that only the energy spectrum is studied here, so the PDFs in question are
generally one-dimensional. This is due to the expected energy spectra being on the
whole well understood, while containing all the important information about ∆m2

21.
In addition, the amount of data is still quite limited at this point, so that adding
other dimensions such as time would not provide much benefit.

The maximum likelihood method is first discussed in detail, followed by an
overview of the code package designed to carry out this analysis, and how the var-
ious signal and background models are realised therein. Finally, the results are
discussed at the end, both with and without using the (α, n)-IBD classifier. In
all the methods that follow, it is assumed that the classifier is not used, until the
classifier results section. At that point, all the needed modifications to the fitting
method are explained.

8.2 Maximum Likelihood
If one wishes to fit data to a PDF that has one or more free parameters (a PDF
from a composite hypothesis), one of the most widely used and useful tools is the
maximum likelihood (ML) method. It is the tool used in this analysis, so some
background information is first given, explaining the final form it will take: the
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extended binned constrained log-likelihood. How to extract pseudo-confidence limits
from this method is then explored.

8.2.1 Building the Extended Binned Constrained Log-Likelihood

The likelihood is defined in essentially the same way here as it was in the context of
the likelihood ratio of section 7.3.1, except that it now depends on one or more free
parameters θ

L (θ) =
N∏
i=1

p (xi;θ) . (8.1)

Now, one can fit a model to data by tuning θ⃗ to maximise the likelihood

Lmax = L
(
θ̂
)
= maxθ L (θ) , (8.2)

so that θ̂ are the best fit values: the estimators. The ML has some very helpful
properties, here taken from Ref. [152]:

• ML estimators are almost always transformation invariant, and unbiased in
almost all practical cases.

• ML estimators approach a Gaussian PDF in the large sample limit, a property
known as asymptotic normality.

• If an efficient estimator exists, the ML will find it, and ML estimators are
always efficient in the large sample limit.

In most practical cases, the log-likelihood ln (L(θ)) is used instead, but all the above
properties apply equally to this case since the log-likelihood increases monotonically
with the likelihood.

Binned ML

For PDFs arising from non-analytic distributions, such as those produced via Monte-
Carlo simulations, one can in practice only use a binned PDF. In this case, the
Likelihood is given by the multinomial distribution

L(θ) = N !∏nb

i=1Ni!

nb∏
i=1

(
νi(θ)

N

)Ni

, (8.3)

for nb bins and N =
∑nb

i=1Ni, where Ni is the measured number of data points in bin
i, with an expected number νi. This is a generalisation of the binomial distribution,
with the probability of a new data point landing in a bin i given by νi/N . The
log-likelihood then becomes

ln (L(θ)) =
nb∑
i=1

Niln (νi(θ)) , (8.4)

where any terms not depending on θ were dropped. In other words, this is effectively
a dot product between the data Ni and the log of the PDF νi(θ), as mentioned in
section 7.3.1, and it reduces to standard ML in the limit of large data and small
bins.
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Extended Binned ML

If the number of measurements N also depends on the free parameters θ one can
update the likelihood with the prior Poissonian probability distribution of N ,

L(θ) = λ(θ)Ne−λ(θ)

N !

N !∏nb

i=1Ni!

nb∏
i=1

(
νi(θ)

λ(θ)

)Ni

, (8.5)

where the probability of a data point landing in bin i was changed from νi/N to
νi/λ. λ =

∑nb

i=1 νi is the total expected number of data points, and so one can
simplify this expression to

L(θ) = e−λ(θ)

nb∏
i=1

νi(θ)
Ni

Ni!
, (8.6)

which governs the extended binned ML method. The log-likelihood is then simply

ln (L(θ)) = −λ(θ) +
nb∑
i=1

Niln (νi(θ)) , (8.7)

ignoring any terms independent of θ since only the likelihood’s dependence on θ is
relevant.

Constrained Parameters

Consider now the case where the predicted values νi and thus λ depend on some
other parameters q whose values are known, but not with certainty. Instead, only
prior estimates qp of their values are known, with an associated covariance matrix
Σq. Therefore, one must vary them to find the maximum likelihood just like θ,
but with constraints based on their prior probability distributions. Assuming their
uncertainties are Gaussian distributed, the likelihood from (8.6) can once again be
updated as

L(θ, q) = 1√
2π|Σq|

exp
(
−1

2
(q − qp)

T Σ−1
q (q − qp)

)
e−λ(θ,q)

nb∏
i=1

νi(θ, q)
Ni

Ni!
, (8.8)

so that the final log-likelihood is

ln (L(θ, q)) = −λ(θ, q) +
nb∑
i=1

Niln (νi(θ, q))−
1

2
(q − qp)

T Σ−1
q (q − qp) , (8.9)

and once again constant terms have been discarded. This is the formula that will
be used, with one extra detail described below.

Adding PDFs

If the measured PDF is a weighted sum of constituent PDFs, whose weights may
themselves depend on θ and q, one can decompose

νi(θ, q) =
m∑
j=1

λj(θ, q)p
i
j(θ, q), λ(θ, q) =

m∑
j=1

λj(θ, q). (8.10)
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pij is the probability of measuring data in bin i according to PDF j, and λj is the
total expected number of data points from the process described by PDF j. One
can substitute these into (8.9), though it is not done in this case. This is because
the present analysis first computes the totals in (8.10), before inputting them to the
log-likelihood formula (8.9), in two distinct steps. The process is described later, in
section 8.3.

8.2.2 Estimator Error and Confidence Intervals

Motivation

Having maximised the likelihood with the estimators θ̂ and q̂, one can further use
the likelihood to assign confidence limits to these estimators. This is done by noting
that the ML approximates a Gaussian distribution about the maximum, which can
be shown by expanding the log-likelihood about θ̂ and q̂. For the rest of this section,
the constrained parameters q are lumped in with the unconstrained θ, since they
are both maximised and otherwise treated in the same way by the likelihood. The
second order Taylor expansion is thus

ln (L(θ)) ≈ ln
(
L(θ̂)

)
+

1

2

∂2ln (L(θ))
∂θi∂θj

∣∣∣∣
θ=θ̂

(
θi − θ̂i

)(
θj − θ̂j

)
, (8.11)

where the first order term was set to zero, since ∂ln (L(θ)) /∂θi = 0 at the maximum.
This means that the likelihood is approximately

L(θ) ≈ L(θ̂)exp
[
−1

2

(
θ − θ̂

)T
Σ−1

(
θ − θ̂

)]
, (8.12)

where (
Σ−1

)
ij
= −∂

2ln (L(θ))
∂θi∂θj

∣∣∣∣
θ=θ̂

, (8.13)

which is also called the Fisher information matrix. Therefore, this Σ takes on the
role of the estimators’ covariance matrix in the Approximately Gaussian-shaped
likelihood. Now, if one defines the log-likelihood ratio similarly to the test statistic
in section 7.3.1 as1

∆l (θ) ≡ ln

(
L(θ)
L(θ̂)

)
, (8.14)

this equals zero when θ = θ̂. Otherwise, if only one parameter deviates away from
its ML estimator by N standard deviations, so that θi = θ̂i ± Nσi and θj = θ̂j for
i ̸= j, this yields

−2∆l
(
θ̂ ±Nσi

)
≈ N2σ2

i

(
Σ−1

)
ii
, (8.15)

which for uncorrelated estimators Σ = diag (σ2
1, σ

2
2, ..., σ

2
m) becomes

−2∆l
(
θ̂ ±Nσi

)
≈ N2. (8.16)

Therefore, the log-likelihood difference effectively calculates the N -sigma confidence
intervals of uncorrelated estimators.

1Note that since the components of θ are not fixed, this is not a simple hypothesis, and so the
Neyman-Pearson lemma does not apply. The likelihood ratio is still a very useful quantity however.
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2-D Contours

First, the situation with correlated estimators is a little more complex. For example,
in the case of two parameters with correlation ρ, equation (8.16) becomes instead

−2∆l
(
θ̂ ±Nσi

√
1− ρ2

)
≈ N2, (8.17)

so that measured uncertainties are smaller than the true ones by a factor of
√

1− ρ2.
See the discussion in Ref. [155] for more information on the difference between these
“inner” and true uncertainties. Competent numerical fitters should be able to find
this true uncertainty, by finding the maximum and minimum θi that cross the N2

thresholds while varying all other parameters. Of course, the Fisher information
matrix can be computed directly from the log-likelihood space, though it may lose
information on asymmetric confidence intervals.

Secondly, if higher dimensional confidence limits are desired, such as two-dimensional
confidence contours, the integrated area inside the contour leads to factors different
from N2. These can be calculated by noting from (8.12) that −2∆l (θ) takes on
the form of a χ2 calculation. In fact, Wilk’s theorem states that in the large sample
limit, this approximation approaches exactitude [156]. As such, the N -σ limits can
be computed by using the quantile of the χ2 distribution F−1

χ2 (α;n), which is the
inverse of the χ2 CDF for n degrees of freedom. In the 2-D case, the contours are
computed via [155]

−2∆l (θN−σ) = F−1
χ2 (2Φ(N)− 1; 2) , (8.18)

where Φ(x) =
∫ x

−∞ exp(−x′2/2)dx′/
√
2π is the Gaussian distribution’s CDF, so that

2Φ(1)− 1 ≈ 0.68, and −2∆l (θ1−σ) = 2.30 for example. This formulation also natu-
rally accounts for correlation between the two parameters in question. Of course, if
one takes a slice of the log-likelihood space, so that one parameter is held constant,
this reduces to one degree of freedom (n = 1), which reproduces the previous N2

thresholds (and the limitations that come with it).

Caveats

A useful review of different confidence interval constructions is presented in [157],
where frequentist-based intervals, such as those described above, are shown to lead
to counter-intuitive behaviour at low statistics. Indeed these are better defined as
confidence levels (CL), which are statements about expected experimental results, as
opposed to the Bayesian-derived confidence intervals (CI) on model parameters. The
latter should ideally be used, taking into account the prior probability distribution
of possible models. By dealing with frequentist CL to make statements on model
parameters, one can end up effectively choosing a prior without clearly stating it.

Furthermore, the CL one finds depends on how they are constructed: the ordering
principle, in the words of [157]. The likelihood ratio defines one such ordering
principle, proposed by Feldman and Cousins [158] and widely used in the particle
physics community. It holds many advantages such as those discussed above, as well
as the ability to combine measurements by simply adding log-likelihoods together,
but its derived CL can of course suffer from pathologies in the low sample limit.
The way nuisance parameters q are dealt with can also muddy the waters, since
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they may be correlated with the parameters of interest θ. The standard approach
is profiling over these nuisance parameters: maximising the likelihood at each value
of θ by varying q. This somewhat breaks the frequentist construction if q and θ
are correlated, and introduces some pseudo-Bayesian arguments if prior probability
distributions for q are used [157], as they are in the Gaussian constraints defined
previously.

Nevertheless, the relative ease of use of the likelihood ratio in otherwise in-
tractable or difficult problems means it is used in the present analysis. In particular,
Wilk’s theorem, and [157] show that most of these problems disappear with increas-
ing sample size. One must nevertheless bear these caveats in mind, and following
the latter’s advice, any contours derived here will be called likelihood contours for
clarity. Arguments over appropriate confidence contours are left to the still active
discussions in the literature.

8.3 antinuFit Framework
In order to perform this log-likelihood maximisation for various PDFs, with their
complicated dependencies on floating parameters, a suitable framework must be
used. The RooFit package was initially tested [159], though it could only effectively
handle floating PDF normalisations. It could not be used for the more complicated
floating energy systematics, or more importantly the reactor antineutrino oscillation.
Instead, an independent code package was developed in C++, still using RooFit’s nu-
merical minimiser Minuit, but otherwise built from the ground up. This antinuFit
framework turned out to run roughly twice as fast as RooFit under the same condi-
tions, and can handle extra complexities as desired. An overview of its structure and
functioning is presented next, with some further areas of improvement and potential
extra functionalities pointed out. This was developed with the aim of being passed
on and used for successive reactor antineutrino spectral analyses at SNO+, or other
similar analyses.

8.3.1 Challenges and Structural Overview

The goal is for this code to be as “plug and play” as possible, while still being
computationally efficient and not over-complicated. As such, it was made as modular
as feasible, as shown in figure 8.1. The main workhorse is the singleton Fitter
class, which holds the data, and pointers to all the variables and models in play, and
performs the log-likelihood calculation and maximisation.

All variables are saved centrally in a singleton FitVars class, so that one vari-
able can be shared by multiple models or energy systematics. This accounts for
different models that may depend on some of the same parameters, such as reactor
antineutrinos and geo-neutrinos with θ12.

There is also a singleton Esys class to hold all the energy systematics transfor-
mations. One energy systematic is defined as a single set of energy smearing and
scaling, linked to appropriate variables in FitVars. In this way, the transformation
that is performed changes along with changes to the variables in FitVars.

Finally, there are a series of Models, which take some input information such
as PDFs (Root histograms), constant parameters, and links to relevant variables
from FitVars and energy systematic from Esys. These are used to compute the
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final expected spectrum (PDF with the correct normalisation) of the model, which
is then passed to the Fitter class. The spectra from each model are added together
and used for the log-likelihood calculation.

Figure 8.1: Diagrammatic representation of the structure of the antinuFit frame-
work.

Putting all this together, the Minuit minimiser can run the log-likelihood cal-
culation function – computing all the spectra, and then comparing with the data’s
event energies to get the result – while varying the variable’s values, which are used
to produce the spectra. It can therefore minimise the negative of the log-likelihood.

8.3.2 Energy Systematics

Each energy systematic in the Esys class is used within a model, and can be shared
by as many models as desired. It takes in a PDF in the form of a Root histogram,
and performs a transformation to a new PDF as will be described shortly.

First note that all the PDFs discussed here are created using MC simulations
subjected to the exact same detector conditions as the data (the same run list),
to ensure consistency. Likewise, the same cuts were applied, with one exception:
prompt energy cuts, to accommodate systematic uncertainty in reconstructed en-
ergy. Recall the systematic energy uncertainties of section 3.7.2, which imply that
information from outside the prompt energy cut region may be shifted inside. To
implement this appropriately, information about the PDFs beyond these cuts must
be saved in so-called sideband regions. As such, the prompt energy limits for PDFs
are broader: 0.5 to 9 MeV. The lower limit is beyond the reach of any uncertainty
found in this analysis, while all PDFs tend to zero before the upper limit. These
extra “padding” regions are shown in an example PDF in figure 8.2. Note that only
information that falls inside the 0.9 to 8 MeV range is finally considered after energy
systematics have been applied.

The rationale and implementation of systematic uncertainties in the the energy
resolution and scaling is laid out below.
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Figure 8.2: Example PDF with extra padding displayed.

Smearing

A systematic uncertainty in the energy resolution was established, which can be
simply modelled by applying a Gaussian convolution to the PDFs, with some variable
parameter σ. Specifically, this is a transformation from some original distribution
P (E) to a smeared distribution P ′(E) via

P ′(E) =
1

σ
√
2π

∫
dE ′P (E ′)e−

(E−E′)2

2σ2 , (8.19)

which can be discretised to be used on binned distributions as follows Define Pi ≡
P (Ei), and assume constant bin spacing, so that the bin centers are

Ei ≡ i∆E + Emin, (8.20)

and Emin is the bin center for the lowest bin. In this way, the integral can be split up
into the bin widths as Ej − ∆E

2
to Ej +

∆E
2

, and summed over the bins j. Assuming
Pj is constant over this range, and performing a change of variables in the integral,
this becomes

P ′
i =

∑
j

MijPj, (8.21)

where
Mij = Φ

(
∆E

σ

[
j − i+

1

2

])
− Φ

(
∆E

σ

[
j − i− 1

2

])
, (8.22)

and Φ (x) =
∫ x

−∞ exp (−x′2/2) dx′/
√
2π is the Gaussian distribution’s CDF.

However, recall that the smearing uncertainty was defined to be energy depen-
dent, specifically σ(E) = 0.044

√
E. As a simplifying assumption, the energy at the

centre of the final PDF’s bin Ei is used, so that σ ≡ σ(Ei). Furthermore, for each
bin i, computation time is saved by only summing over the j bins whose centres Ej

are within 5σ of Ei.

Scaling

Definition Meanwhile, uncertainty in energy scaling is modelled by taking in-
spiration from Birk’s law (7.3), which is parametrised linearly by the scintillator
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efficiency S, and Birk’s constant kB provides smaller non-linear corrections. As
such, the energy scaling is split into two steps: linear scaling and non-linear scaling,
defined respectively via

P ′(E) = P (c · E), (8.23)

and
P ′(E) = P (f(E)) , f(E) =

1 + kBE

1 + k′BE
E. (8.24)

Energy scaling is thus achieved by deviations of c away from 1, and of k′B away from
kB. The non-linear energy scaling form f(E) is originally from [3].

At this point an ordering must be chosen, since f(cE) ̸= cf(E); the linear
scaling is applied first, so that the overall scaling transformation is governed by
g(E) ≡ f(cE), which is

g(E) =
1 + kBcE

1 + k′BcE
cE. (8.25)

Combining both transformations into one in such a manner also saves on computa-
tion time, combining two linear transformations into one.

Now, a scaling uncertainty of 1.8% was found from 214BiPo at 2.2 MeV, which
must be split between the linear and non-linear uncertainties. The largest difference
in Birk’s constants from table 7.2 is 0.004, between the β and proton values. This
is thus assigned as the uncertainty in k′B. Meanwhile, choosing the β’s kB of 0.074,
appropriate for the 214Bi decay, an additional uncertainty of 1.1% must be given to
c, to produce a total 1.8% uncertainty at 2.2 MeV.

Implementation Once again, this transformation is realised as a matrix trans-
formation of the PDF’s bins via

P ′
i =

∑
j

LijPj, (8.26)

whose computation time can be greatly reduced by only summing over the j bins
relevant to each bin i. To do this, one can show that the inverse transformation is

g−1(E) =
1

2kBc

[
k′BE − 1 +

√
(1− k′BE)

2 + 4kBE

]
, (8.27)

which allows one to compute the inverse transformation from the edges of bin P ′
i

back onto bins Pj. First note that g(E) monotonically increases for any E > 0, since
c, kB, k

′
B > 0, meaning that the lower bin edge of P ′

i will always inverse-transform
back to a lower point in Pj-space compared to its upper bin edge. Next, writing its
bin edges as

E±
i ≡ Emin +∆E

(
i± 1

2

)
, (8.28)

one can show that the indices of the bins they land in are

jmin =

⌊
g−1

(
E−

i

)
− E−

0

∆E

⌋
, jmax =

⌈
g−1

(
E+

i

)
− E+

0

∆E

⌉
, (8.29)

where the peculiar brackets are, in order, the floor (round down) and ceiling (round
up) functions. If c = 1 and kB = k′B, one can check that this implies jmin = jmax, as
one might expect.
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Now, the Lij factor takes on different values, depending on what fraction of the
bin width of Pj is mapped into P ′

i , which itself is determined by jmin and jmax. If
jmin = jmax = jonly, both of P ′

i ’s edges are mapped from inside Pjonly , covering the
following fraction of it

Lijonly =
1

∆E

[
g−1

(
E+

i

)
− g−1

(
E−

i

)]
. (8.30)

Otherwise if jmin ̸= jmax, the lower edge of Pi is mapped into bin jmin, meaning the
fraction of Pjmin mapping into P ′

i is instead

Lijmin =
1

∆E

[
E+

j − g−1
(
E−

i

)]
, (8.31)

while the upper edge of P ′
i is mapped into bin jmax, so that

Lijmax =
1

∆E

[
g−1

(
E+

i

)
− E−

j

]
. (8.32)

If there are any bins between these limits, they are fully mapped into P ′
i , meaning

Lijbetween = 1, where jmin < jbetween < jmax. One thus only needs to loop over the j
bins from jmin to jmax for a particular i, and follow these rules for the values of Lij.

Impact on PDF Normalisation

In principle these energy scalings can change the total measured flux of different
signals and backgrounds by moving PDF bins inside or outside the cut region. To
disentangle the energy systematics from other normalisation systematics, all the
PDFs are scaled to their set normalisations before any systematics are applied.
Therefore, the measured normalisation from integrating a resulting spectrum will
in general be slightly different from its fit normalisation parameter, even without
accounting for neutrino oscillation. Uncertainty propagation to the measured fluxes
must also account for this effect in principle. In practice however, they will turn out
to have almost no impact.

8.3.3 Models

Each model is its own singleton class, to deal with memory allocation issues related
to Root histograms. In the future, these histograms will likely be replaced with a
more light-weight option such as vectors. This will allow a parent Model class, with
a specific sub-class for each tailored model-type, providing an easier way for users
to add new models. Nevertheless, models can still be added, and are only taken into
account if initialised.

The default Model class is the simplest: it takes in one PDF, one energy system-
atic and one linked normalisation variable; the output spectrum is simply the PDF,
with the energy systematics applied and scaled up to the normalisation. Because of
this, the Model class can in fact hold many models, which are accessed either via
an index, or the model’s name (given at creation). In this analysis however, it only
holds one model: the accidentals spectrum calculation.

All other model classes – the Reactor, alphaN and geoNu models – can only
contain one model each, since it is estimated that only one copy of each will ever
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be necessary. They are also more specialised, taking in more information and per-
forming more tasks in their spectrum calculations, as described below. Note that
one energy systematic will be shared by all models, except the alphaN model that
will turn out to take in an extra independent one too.

Geo-ν IBDs

The two geo-neutrino PDFs – uranium and thorium – are quite straightforwardly
simulated using the spectra discussed in the background chapter. The resulting
PDFs are displayed in figure 8.3a, after the usual tagging. A total geo-neutrino
normalisation is used as an unconstrained floating parameter, while the uranium
to thorium ratio is constrained around 3.7 with a 35% uncertainty. The uncon-
strained total flux also allows for a TNU measurement to be extracted, with no
prior assumption.

These two PDFs are taken as inputs to the geoNu model, in which the effect of
neutrino oscillation is simply applied as an overall scaling factor, using the formula
discussed previously. As such, it is the un-oscillated geo-ν flux Ngeo-ν that is given
to the model as a variable, not the measured oscillated geo-ν flux. Given that
oscillation simply acts a total scaling, and the geo-ν flux is unconstrained anyway,
one could in principle use the oscillation flux as the fitter variable instead. The
former option was chosen as more natural in this case however.

Finally, this model benefits from a pre-computation function, which allows the
user to have the oscillation scaling pre-computed before running the fitting on the
rest of the parameters, thus saving computation time.

(α, n)

(α, n) interactions are simulated using a far higher rate than expected, and subjected
to the same detector conditions and cuts as data. The resulting spectrum is split
into three separate PDFs using simply energy cuts, based on the three peaks caused
by the three possible prompt signals discussed in section 6.3.3:

• Proton recoil (PR): below 3.5 MeV.

• 12C scatter (12C): between 3.5 and 5.4 MeV.

• 16O deexcitation (16O): above 5.4 MeV.

These are shown in figure 8.3b, with their expected normalisations. However, the
shape and scale of these can change based on a few floating parameters. As dis-
cussed in section 6.3.3, the plan here is to roughly follow KamLAND’s procedure:
A joint normalisation for the first two PDFs (ground state normalisation NGS), with
a 30% uncertainty, and a separate normalisation for the third one (excited state
normalisation NES), subject to a 100% uncertainty. The PR PDF is also subjected
to an extra, separate linear energy scaling cP to account for the uncertain proton
quenching.

Accidentals

The accidentals PDF is data-driven, as described in the backgrounds chapter. In
this case, it is made by binning any events in the dataset that pass all the prompt
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(a) Geo-ν PDFs. (b) (α, n) PDFs.

(c) Accidentals PDF, with zoom in at E ∈
[0.9, 4] MeV.

Figure 8.3: Background PDFs used in the oscillation analysis.

cuts, though with the larger 0.5 to 9 MeV range, and shown in figure 8.3c. It has a
floating normalisation Nacc, and is the only model with a “trivial” energy systematic
(it does nothing), since it was extracted directly from the data. As stated before,
this is realised using the default Model class.

Reactor-ν IBDs

The Reactor model finds itself in the complicated position of needing to produce
IBD PDFs in reconstructed prompt event energy (based off the positron energy),
while neutrino oscillation impacts them via their true antineutrino energy and the
baselines of their originating reactor cores. One solution is to keep all this informa-
tion saved for a great number of simulated events, and produce the expected PDFs
during the oscillation fit for each given set of oscillation parameters. However, given
the large number of times such a calculation may need to be performed, a more
efficient solution is desirable.

PDFs First, MC simulations were performed, based on the same detector and
reactor conditions as the data, but with 30000 times the expected flux. From these
the un-oscillated prompt energy spectra, and the true antineutrino energy spectra
can be obtained for both PWR and PHWR reactors. These are shown in figure 8.4.

Only two reactor types are modelled here, so only PWR and PHWR spectra are
needed. The calculation in section 5.3.4 showed that antineutrinos from reactors
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Figure 8.4: Reactor-ν IBD PDFs for PWRs and PHWRs, in both antineutrino
energy and prompt energy.

within 1410 km of the SNO+ detector only travel through the Earth’s crust, and
as such the constant matter density survival probability algorithm will be used.
Therefore, the PWR and PHWR spectra in antineutrino energy will be used as
PDFs, with the conversion to prompt energy applied later, at the same time as
the oscillation. For reactors beyond 1410km, they will simply be modelled as one
PWR PDF in prompt energy space. This is because the oscillation becomes fully
averaged out a long time before this, and so the same average oscillation scaling as
for geo-neutrinos can be used. The vast majority of these reactors are also PWRs
or equivalent. Finally, they make up less than 5% of the total expected flux anyway,
so any matter effects are negligible for example.

In total, three PDFs are passed to the Rector model: PHWR and PWR in
antineutrino energy Eν , and PWR is prompt energy E.

Energy Conversion Notice that the effects of detector and tagging efficiency have
been taken into account for all the PDFs above, whether in Eν or E space. This
means that an event with some antineutrino energy Eν from its governing spectrum
has a 100% probability of obtaining some prompt energy E from its own spectrum,
and vice-versa.

Further notice that the relationship between the true antineutrino energy Eν and
the reconstructed prompt energy E is independent of the antineutrino’s origin. One
can thus encode the relationship between the two by constructing a 2-D histogram
of these quantities from the MC simulations, as shown in figure 8.5. The x-axis
projection of this gives the overall (un-oscillated) IBD spectrum in E-space, while
the y-axes projection gives it in Eν-space. Now, the aforementioned 100% probability
argument means that for a particular Eν , the PDF p (E|Eν) of expected E can be
computed via the normalisation condition∫ ∞

0

p (E|Eν) dE = 1, (8.33)

on the 2-D histogram (except where p (E|Eν) = 0 ∀E). Note that this differs from
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Figure 8.5: 2-D PDF p (E|Eν), which is a PDF of the reconstructed event energy E
for every true antineutrino energy Eν , accounting for detector and tagging efficien-
cies.

the p (E|Eν) PDF defined earlier in (4.2) by also incorporating the detection and
tagging efficiency

∫
η(E, t)dt. Likewise, the histogram can provide the the PDF

p (Eν |E) of Eν for a given E by instead enforcing∫ ∞

Emin

p (Eν |E) dEν = 1, (8.34)

(again except where p (Eν |E) ∀Eν) In terms of transformation matrices, this is

Mij ≡ p
(
Ei|Eν

j

)
, M−1

ij ≡ p (Eν
i |Ej) ,

p
(
Ei|Eν

j

)
=

Hij∑
iHij

, p (Eν
i |Ej) =

Hji∑
iHji

,
(8.35)

where Hij is the matrix holding the 2-D histogram values, with i indexing the E
value (x-axis) and j the Eν values (y-axis). The second line in these relations are
matrix version of the normalisation conditions imposed above. One can check that
these indeed obey

∑
j MijM

−1
ij =

∑
j M

−1
ij Mij = 1, as they should.

Bringing all this together, the oscillated IBD spectrum from one reactor core n
can be computed via

Nn(Ei) = NIBDfn
∑
j

MijPνe→νe

(
Eν

j , Ln

)
F ν
n (E

ν
j ), (8.36)

where fn is the fraction of un-oscillated flux coming from reactor n, and F ν
n (E

ν
j ) is

either the PWR or PHWR antineutrino energy spectrum, normalised to unity.
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Reactor splitting The Bruce reactor complex is the closest to SNO+, at around
240 km, while the distances to its constituent reactor cores vary by up to 2.7 km.
This separation is particularly large because the complex is divided into two sections:
Bruce A and Bruce B. As such, this 1.1% baseline variation can impact the oscillation
analysis, and so each reactor core at Bruce has oscillation applied separately with
its particular baseline. No other complexes withing the first 1000 km approach this
reactor core spread. The next closest reactor complex is Pickering, with a maximum
spread between its core baselines of around 400 m, or about 0.1% of its average
baseline. Such variations were shown to be negligible in the Oscillation chapter.
Therefore, all reactor complexes within the earlier mentioned 1410 km limit have
oscillation applied to all their constituent cores simultaneously using the average
baseline. This is possible since all reactor complexes in this zone are made up of
cores that are either all PHWRs or all PWRs. Computation is thus saved, with only
negligible impact to the accuracy.

Putting everything together, the total reactor IBD spectrum is computed by the
fitting framework as follows

N(Ei) = Nreactor-ν

[∑
j

Mij

(
F ν

PHWR(E
ν
j )

Bruce∑
n

fnPνe→νe

(
Eν

j , Ln

)
+ F ν

PHWR(E
ν
j )

PHWR∑
n

fnPνe→νe

(
Eν

j , Ln

)
+ F ν

PWR(E
ν
j )

PWR∑
n

fnPνe→νe

(
Eν

j , Ln

))
+ ffar⟨Pνe→νe⟩F

prompt
PWR (Ei)

]
.

(8.37)

The Bruce sum is over its cores, while the PWR and PHWR sums are over the
reactor complexes that are less than 1410 km away from SNO+, aside from Bruce.
As such, fn is the fraction of the un-oscillated flux coming from the selected core
or complex, as designated. Meanwhile, ffar is the fraction of un-oscillated flux from
all nuclear reactors beyond 1410 km, and F prompt

PWR (E) is the PWR PDF according
to prompt energy, instead of the antineutrino energy of the other PDFs F ν

PHWR(E
ν)

and F ν
PWR(E

ν).
Note that Nreactor-ν is the normalisation of the un-oscillated flux, not the os-

cillated flux. Integrating N(E) would return some fraction of this. Nreactor-ν is
nevertheless the variable that is passed to the fitting process and allowed to vary
within constraints, since it is the parameter with a known prior and uncertainty,
uncorrelated to the also varying oscillation parameters. Further note that since
matter corrections to oscillation parameters described in section 5.5.2 (second step)
only depend on Eν and not on L, these are performed in the energy bin loop (sum
over j) to save on computation time. Finally, the vacuum oscillation constants in
the pre-computation step (first step) can be pre-computed by the user before fitting
to save time, similarly to the geoNu model, if the user is controlling the oscillation
parameters.
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8.3.4 Variables

Each variable saved in the fitVars class has a prior, an error, upper and lower
bounds, and a current value. In this way the current value can be modified either
by the user or during the fitting process, but the prior is stored for any constraint
application. Each variable also has two boolians indicating whether it is being held
constant (not to be varied by Minuit), and whether it is constrained. A variable
being held constant is useful in the context of the user manually testing different
combinations of (∆m2

21, θ12) to build a log-likelihood space for example. Meanwhile,
if it is constrained, a Gaussian constraint is applied with the prior as its mean and
the error as its standard deviation.

This permits one to easily switch between varying (∆m2
21, θ12) manually to pro-

duce a log-likelihood space, and then treating them the same as all the other pa-
rameters by letting Minuit vary them – whether constrained or not.

Aside from the parameters of interest ∆m2
21 and θ12, all the other nuisance pa-

rameters are passed to the fitter, with the information listed in table 8.1. These
are allowed to float with Gaussian constraints, within ±3σ, and only with posi-
tive values. Any other numbers are effectively fixed during the fitting, such as the
accidentals normalisation Nacc, or the reactor IBD fractions fn.

Table 8.1: Floating (nuisance) parameters in the oscillation analysis, with their
estimated values (priors) and systematic uncertainties.

Description Symbol Prior Uncertainty

N
or

m
al

is
at

io
ns geo-ν IBD Ngeo-ν 11.6 unconstrained

U/Th ratio RU/Th 3.70 35%
(α, n) GS NGS 15.0 30%
(α, n) ES NES 1.50 100%

reactor-ν IBD Nreactor-ν 52.2 3%
accidentals Nacc 0.59 40%

E
ne

rg
y

sy
st

.

linear scaling c 1 1.1%
linear scaling, PR cP 1 1.1%
non-linear scaling k′B 0.074 MeV−1 0.004 MeV−1

smearing σ/
√
E 0 MeV1/2 0.042 MeV1/2

8.3.5 Minuit

The Minuit minimiser contains many functionalities and different optimisation meth-
ods. First for clarity, Minuit was used here, not Minuit2, simply due to software
availability. Second, whenever minimisation is performed in the antinuFit code,
the following Minuit commands [160] are executed in order, with up to 1000 steps
in each:
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• SIMPLEX: robust multi-dimensional minimiser that does not rely on the min-
imised function’s derivatives, but is not guaranteed to converge on the min-
imum in a finite amount of time. It is used as a first coarse-scan for the
minimum region.

• MIGRAD: most optimal and widely used minimiser in most cases, providing
parameter errors, but sensitive to the minimised function’s derivatives. Used
for final detailed convergence on minimum.

The uncertainties in MIGRAD are calculated along its minimisation path, which
may therefore be inaccurate at the minimum if it converged too fast, or if the
problem is highly non-linear (asymmetric uncertainties). As such, if uncertainties
are requested this is followed by the next two commands in order, again with up
1000 steps each:

• MINOS: asymmetric errors by checking where the minimised function passes
some threshold above its minimum. In this case, the threshold is set to the
log-likelihood’s 0.5.

• HESSE: symmetric, or parabolic, errors from the minimised function’s second
derivatives. Essentially the same calculation as MIGRAD’s errors, but cen-
tered on the minimum. This also provides the full covariance matrix of all
parameters, and thus their correlations.

Additionally, checks of the minimiser getting stuck or returning nan values are per-
formed between each command above, and the whole process is re-attempted a
handful of times. If the process still fails, the user can manually alter some constant
parameters, such as ∆m2

21 or θ12, by a small fraction before attempting this again.
In the present analysis, this is exactly what is done in the few such cases, where the
parameters are shifted by 10% of the grid scan parameter spacing.

In principle, the HESSE matrix computed numerically above by Minuit could be
be calculated manually, using the exact second derivative formula and the minimised
parameter values. For example, the uncertainty in ∆m2

21 could be obtained by
calculating the log-likelihood in the exact same way as previously described, but
using a function that calculates ∂2Pνe→νe(E,L)/∂ (∆m

2
21)

2 instead of Pνe→νe(E,L).
The uncertainty in the fitted ∆m2

21 is then the inverse of this, at the minimum. The
long-baseline approximation can even be used for an easier error calculation, as was
discussed at the end of the Oscillation chapter. Such a computationally time-saving
addition, which would ensure the user knows what exactly is computed, is saved for
a potential future improvement.

8.4 Fit Results
The above models were fit to the 57 tagged event energies using the fitting frame-
work and all the parameters described above. Various configurations are employed,
primarily in how the long baseline oscillation parameters are treated, but also in
whether the (α, n)-IBD classifier is applied. First, results without the use of this
classifier are shown, before describing all changes induced by its inclusion, and the
resulting fits.
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Figure 8.6: Maximised log-likelihood difference phase space, with likelihood contours
overlaid.

8.4.1 Without the Classifier

In this regime, the fitting framework is run exactly as previously described, using
the floating parameters summarised in table 8.1, with the long baseline oscillation
parameters treated in two different ways.

Grid Scan

A grid scan over values of ∆m2
21 and s212 was first performed, in ranges of of [1, 15]×

10−5 eV2 and [0, 1] respectively, split into 500 bins in each dimension. Digressing for
a moment, s212 is used instead of θ12, since it is the former that enters directly in every
oscillation formula used herein. One could also use sin22θ12 due to the approximate
symmetry about 45◦ induced by the long baseline approximation. However, it is
in the opinion of the author that at least for an initial study, this approximate
symmetry should emerge from the fit rather than being a baked-in assumption.
Such parametrisation can of course be more useful for sensitivity and error analyses
however.

Nevertheless, at each point in this (∆m2
21, s212) phase space, the fitter is run, so

that all other floating parameters are tuned to maximise the log-likelihood. The
maximum log-likelihood in the whole grid space is thus the best-fit point, and the
the log-likelihood difference across this space is plotted in figure 8.6. The best fit
points and the resulting likelihood contours are shown, leading to the following fit
values

∆m2
21 =

(
7.92+0.82

−0.67

)
× 10−5 eV2, s212 = 0.68+0.13

−0.48. (8.38)

It is clear that these results are far more sensitive to ∆m2
21 than s212, as was

expected. This is partly due to the fit θ12 depending almost entirely on the overall
reactor IBD normalisation, while the number of data points is still limited and the
main background fluxes poorly constrained. Additionally, the expected degeneracy
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about 45◦ (s212 = 0.5) is clearly visible, effectively producing the result

sin22θ12 > 0.63. (8.39)

Conversely, the fitting of ∆m2
21 takes good advantage of the spectral shape and so

achieves a better result. Consequently, these two parameters are largely uncorrelated
near the best fit, as is evidenced by the 1-σ contour’s shape.

The resulting fit prompt energy spectrum is not shown here, but saved for the
overall fit below, both for the reasons given therein, but also because the spectra
produced are almost identical.

Overall Fits

The method above provides a visually informative log-likelihood space, along with
a good estimate for the uncertainties in ∆m2

21 and s212, by simply noting where they
cross the 1-σ contours. Their inter-correlation could also be computed in principle
via derivatives of the likelihood space. However, it yields no reliable information
on the uncertainties of all other fitted parameters: one can of course extract their
best fit values and uncertainties at the best fit point, but this fit held ∆m2

21 and
s212 constant, effectively assuming they were known with absolute precision. This is
patently not the case in an oscillation analysis, and so their full correlation with other
parameters must be accounted for in order to extract a meaningful uncertainties from
all of them.

The versatility of the antinuFit framework is very helpful here, allowing ∆m2
21

and s212 to be instead floated by Minuit, in an overall simultaneous fit of all param-
eters. First, ∆m2

21 and s212 are left entirely unconstrained, to get a “SNO+ only”
results, essentially assuming uniform priors for them in the considered ranges, if
one were to view this in Bayesian terms. Then, gaussian constraints based on the
current PDG values were added, obtaining a “PDG + SNO+” result, using all avail-
able information. Both results are shown in table 8.2, with uncertainties taken from
MINOS and thus potentially asymmetric. The correlations between these fit param-
eters are then shown in figure 8.7, based on the covariance matrix from MIGRAD,
which assumes symmetric uncertainties. Finally, the prompt energy spectra pro-
duced by these fits are shown in figure 8.8, where the unconstrained one is almost
identical to that produced at the best fit point of the grid scan2.

The unconstrained oscillation parameter results agree predictably well with those
from the grid scan, and agree with the PDG values. Meanwhile the constrained ones
are still, largely for ∆m2

21, and almost completely for s212, dominated by the PDG’s
prior values. Still, the current measurement of ∆m2

21 by SNO+, of which a slightly
different fit is to be published very soon, represents the second most precise to date.
Meanwhile, the nuisance parameters are largely unchanged between the constrained
and unconstrained cases, and do not end up much more constrained after the fit
than before. The geo-neutrino flux does, of course, acquire constraints, the most
reliable of which are from the constrained fit, so that all available prior information
is utilised. Converting the Ngeo-ν = 19+12

−11 to TNU flux via (6.15) yields

Φ = 70+44
−40 TNU, (8.40)

2A note on the data error bars used in this thesis is in appendix A.2
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Table 8.2: Results of overall fit parameters, compared to their priors, in the cases
where the set (∆m2

21, s212) is unconstrained and then constrained. *Asymmetric
uncertainties reached the maximum allowed range for Ngeo-ν : 35.4. The parabolic
uncertainty is shown instead.

Parameter Prior Unconstrained Constrained

∆m2
21 [10−5eV2] 7.53± 0.18 8.06+0.50

−0.44 7.59± 0.17
s212 0.307± 0.013 0.43+0.19

−0.33 0.307± 0.013

Ngeo-ν 11.8 23± 13∗ 19+12
−11

RU/Th 3.70± 35% 3.78± 33% 3.74± 34
NGS 14.91± 30% 15.0± 29% 14.8± 4.3
NES 1.49± 100% 1.00+1.24

−1.00 0.90+1.25
−0.90

Nreactor-ν 48.8± 3% 48.90± 2.99% 48.81± 2.98%
Nacc 0.59± 40% 0.58± 40% 0.58± 40%

c 1± 1.1% 1.000+1.3%
−1.1% 1.001+1.2%

−1.1%

cP 1± 1.1% 1.000± 1.1% 1.000± 1.1%
k′B [MeV−1] 0.074± 0.004 0.073+0.003

−0.005 0.073+0.003
−0.005

σ/
√
E [MeV1/2] 0± 0.042 0+0.046

−0.042 0+0.047
−0.042

Figure 8.7: Correlation matrices of fit parameters in the cases where ∆m2
21 and θ12

are unconstrained (left) and constrained (right).
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(a) Unconstrained.

(b) Constrained.

Figure 8.8: Fit prompt energy spectra from oscillation analyses with unconstrained
and constrained ∆m2

21 and s212.
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which is the third location worldwide that such a measurement has been made.
Preliminary measurements of ∆m2

21 and the TNU flux were presented at the Neu-
trino2024 conference, based on this work and on that of [3].

The correlation matrices in figure 8.7 show how the correlation between the
geo-neutrino flux and s212 is eliminated by constraining the latter, as one might
expect. In fact almost all correlations are reduced to negligible levels, both from
the normalisation impact of s212 and the energy scaling impact of ∆m2

21. The one
major exception to this is the correlation between the (α, n) ground state and geo-
ν normalisations, since they are for the most part on top of each-other. Proton
recoil (α, n) events are thus the last major obstacle to more accurate TNU flux
measurements at SNO+.

8.4.2 With the Classifier

The (α, n)-IBD classifier appears poised to eliminate the greatest remaining obstacle
to these fits, statistics aside.

Fit Results

As such, the same fits are performed once again, while using both data and MC
constructed PDFs subjected to the classifier; that is, any tagged prompt events
with E < 3.5 MeV and F < −8.81 are rejected. The priors of the (α, n) GS and
geo-ν normalisations were adjusted according to the classification efficiencies in 7.3,
while the efficiency on un-oscillated reactor IBDs in the affected energy region scales
its total normalisation by 96.1%. Furthermore, an additional scaling factor SPR is
applied to the resulting PR PDF, with a prior of 1 and a Gaussian constrained
uncertainty of 100%, as decided at the end of chapter 7.

The grid scan failed to produce reasonably well-fit spectra, and so is only shown
in the appendix for the curious reader. It essentially fit to the secondary minima
shown around 3 × 10−5 eV2 in figure A.1, producing visibly worse prompt energy
fits. The overall fits however produced more robust results, and are presented in the
same way as the previous section: the fit parameters are listed in table 8.3 for both
the constrained an unconstrained cases, while their correlations are shown in figure
8.9, and the resulting spectra in 8.10.

In general the results here are very similar to those without the classifier, though
interestingly the anti-correlation between the geo-ν flux and s212 is turned into a
strong positive correlation, in the unconstrained case. The strong correlation be-
tween the proton recoil flux and the geo-ν still remains after both constraints and
the classifier are applied, while the constrained fit of the geo-ν flux yields

Φ = 48± 30 TNU, (8.41)

accounting for the classifier efficiency in the conversion. This and other uncertain-
ties are marginally larger than previously, indicating that the reduction in data has
a larger impact than the reduction in background. In other words, the analysis is
currently statistics limited, and reductions in systematic uncertainty yield compar-
atively little benefit for the time being.
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Table 8.3: Parameters from overall fits that used the (α, n)-IBD classifier, compared
to their priors, in the cases where the set (∆m2

21, s212) is unconstrained and then
constrained. *Asymmetric uncertainties reached the maximum allowed range for
Ngeo-ν : 31.8. The parabolic uncertainty is shown instead.

Parameter Prior Unconstrained Constrained

∆m2
21 [10−5eV2] 7.53± 0.18 7.83+0.76

−0.61 7.56± 0.17
s212 0.307± 0.013 0.23+0.17

−0.11 0.306± 0.013

Ngeo-ν 10.6 9.89+11.48
−8.03 12.9± 8.2∗

RU/Th 3.70± 35% 3.88+33%
−32%% 3.92+32%

−31%

NGS 2.61± 30% 2.56± 30% 2.57± 30%

SPR 1± 100% 1.08+99%
−98% 1.09+99%

−98%

NES 1.17± 100% 0.80+1.04
−0.80 0.83+1.03

−0.83

Nreactor-ν 46.89± 3% 47.00+2.99%
−2.98% 47.11± 2.96%

Nacc 0.59± 40% 0.57± 41% 0.57± 40%

c 1± 1.1% 1.000± 1.1% 1.001± 1.1%
cP 1± 1.1% 1.000± 1.1% 1.000± 1.1%

k′B [MeV−1] 0.074± 0.004 0.073± 0.004 0.073± 0.004

σ/
√
E [MeV1/2] 0± 0.042 0+0.049

−0.042 0+0.050
−0.042

Figure 8.9: Correlation matrices of fit parameters in the cases where ∆m2
21 and θ12

are unconstrained (left) and constrained (right), and the (α, n)-IBD classifier was
used.
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(a) Unconstrained.

(b) Constrained.

Figure 8.10: Fit prompt energy spectra from oscillation analyses with unconstrained
and constrained ∆m2

21 and s212, and where the (α, n)-IBD classifier was applied to
both data and PDFs.
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(a) ∆m2
21 sensitivity. Current best mea-

surement by KamLAND shown for compar-
ison

(b) Geo-ν flux sensitivity, from Anthony
Zummo, based on the results of this the-
sis.

Figure 8.11: Expected measurement sensitivities at SNO+ according to livetime t,
based on Azimov datasets at various times subsequently fit to the curve A/

√
t+B.

Includes the impact of using the (α, n)-IBD classifier.

Sensitivity Analysis

While the (α, n)-IBD classifier does not yet improve the oscillation analysis due to
limited statistics, SNO+ will continue to collect, and has already collected, more
data. Therefore, as statistics become less of a limiting factor over time, this clas-
sifier is expected to find increasing relevance in improving the sensitivity of SNO+
measurements. To assess how much improvement will be seen over time, similar os-
cillation analyses were performed with Azimov datasets produced with PDG value
oscillation constants and various live-times, and the uncertainty in different fit pa-
rameters recorded in each case. These are shown in figure 8.11 for the two parameters
of most interest: ∆m2

21 and the geo-neutrino flux.
According to these simulation-based calculations, using the classifier effectively

eliminates (α, n) as a meaningful background to these measurements. It reduces
the amount of time needed to achieve a certain precision, and increases the overall
achievable precision. The impact is particularly flagrant for the geo-ν flux, as one
might expect from the geo-neutrinos and proton recoils being essentially on-top of
each-other in the prompt energy spectrum. Meanwhile, the ∆m2

21 measurement
appears in reach of being the world’s most precise in the near future, surpassing
that of KamLAND. It is hoped that these predictions will be borne out by the data
as its quantity increases.

8.5 Summary
The signal and background models described in detail in previous chapters were
couched in the context of a numerical log-likelihood maximisation algorithm, de-
signed to fit the long baseline oscillation parameters from reactor antineutrinos. A
fast code package was developed, incorporating all the systematic uncertainties pre-
viously discussed, including energy scaling and smearing, and including the matter
effects algorithm in its entirety. The 57 data points tagged from the 134.5 days of
SNO+ livetime in chapter 6 were then passed through this framework.
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The oscillation parameter measurements were found to be in agreement with
PDG values in all cases, and that of ∆m2

21 is at present the second most precise in
the world, behind KamLAND’s [114]. Meanwhile, a geo-neutrino flux is tentatively
measured at SNO+, the third location worldwide, as presented at the Neutrino2024
conference in Milan. The (α, n)-IBD classifier developed in this work was found
to not improve the accuracy of these results due to the limited sample size, but
otherwise agreed with them. To summarise, the final best results from this analysis
alone are

∆m2
21 =

(
8.06+0.50

−0.44

)
× 10−5 eV2, s212 = 0.43+0.19

−0.33, Φ = 70+44
−40 TNU. (8.42)

In future analyses, the classifier is poised to play an important role in improving
these measurements, as the analysis becomes less statistics dominated. In part
thanks to this, ∆m2

21 holds the promise of becoming competitive in the next year or
two. The geo-neutrino flux measurement promises even greater improvement over
time thanks to this classifier, from today’s preliminary measurement to the hopeful
evidence of tomorrow.

Further improvements to the analysis methodology can be implemented as the
data increases. For example, event times can be accounted for: the signal and
background fluxes are expected to vary differently over time. Therefore a 2-D PDF
in time and prompt energy f(E, t) = fE(E)ft(t) would be fit, instead of just a 1D
PDF in energy fE(E) as in the present analysis. Otherwise, the reactor IBD flux’s
systematic uncertainty could be split into what affects the whole flux together and
what affects each reactor individually. These latter reactor uncertainties could easily
be floated independently and fit for a few of the closest reactor complexes. Lastly,
uncertainties can be further studied and constrained, particularly relating to the (α,
n)-IBD classifier. These and other improvements will produce ever greater benefits
over time.
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Chapter 9

Conclusions

“Well, here at last, dear friends, on the shores of the Sea comes the end of our
fellowship in Middle-earth. Go in peace!”

Gandalf – The Lord of the Rings, J.R.R. Tolkien

A detailed calculation of the expected reactor antineutrino induced IBD flux at
SNO+ was performed, using new reactor-based antineutrino emission spectra. This
was followed by the use of a novel accurate and fast 3-flavour neutrino oscillation
algorithm that accounts for the effects of crossing matter with constant density.
An overview of the relevant backgrounds and strategies to remove them followed,
particularly the troublesome (α, n) events. A model with appropriate systematic
uncertainties was thus developed, and implemented in a purpose-made oscillation
analysis framework.

57 tagged events from 134.5 days of SNO+ data were analysed in this fashion,
yielding measurements of ∆m2

21 and θ12 compatible with the current best constraints,
and boasting the second best precision in the case of ∆m2

21. A preliminary measure-
ment of the geo-neutrino flux at SNO+ was also produced. Using a new (α, n)-IBD
classifier to further purify the data led to consistent oscillation analysis results,
though with no improvements at this statistics limited stage.

Potential near-term improvements to this analysis were discussed, to be devel-
oped in tandem with increased data collection. The remaining uncertainties asso-
ciated with the classifier are expected to be reduced in the future, with internal
deployments of the AmBe source allowing better calibration of proton recoil sim-
ulations. The impact of the classifier on the oscillation analysis will also likely
become more important as more data is collected. It is expected to contribute to
a potentially world-leading measurement of ∆m2

21 in the next couple of years, and
increasingly accurate measurements of the geo-neutrino flux. Further study of (α,
n) interactions themselves may also be on the table.

Overall, this thesis is presented in the context of ongoing analyses on the pre-
sented topics, with continuous incremental improvements. Some of these were not
able to make it into the present work. As such, the future of these analyses ap-
pears very promising. The author aspires for the analysis framework and classifier
developed here to be some part of these upcoming accomplishments.
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Appendix A

Appendix

A.1 Reactor IBD Prediction Tables
Addition uncertainty and correlation information used in the reaction antineutrino
emission spectra computed in chapter 4.

Table A.1: Correlation between fission fraction variations [40].

235U 238U 239Pu 241Pu
235U 1 -0.22 -0.53 -0.18
238U -0.22 1 0.18 0.26
239Pu -0.53 0.18 1 0.49
241Pu -0.18 0.26 0.49 1

Table A.2: 238U fit parameter uncertainties and correlation matrix [42].

Uncertainty

a0 a1 a2 a3 a4 a5

0.124 0.0586 0.0111 0.00192 0.000284 0.0000286

Correlations

a0 a1 a2 a3 a4 a5

a0 1.00 -0.86 0.20 0.30 0.08 -0.27
a1 -0.86 1.00 -0.58 -0.21 0.04 0.23
a2 0.20 -0.58 1.00 -0.48 -0.17 0.20
a3 0.30 -0.21 -0.48 1.00 -0.36 -0.20
a4 0.08 0.04 -0.17 -0.36 1.00 -0.77
a5 -0.27 0.23 0.20 -0.20 -0.77 1.00
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Figure A.1: Oscillation analysis result, when scanning over parameter phase space,
and using the (α, n)-IBD classifier. Shows maximised log-likelihood difference phase
space, with likelihood contours overlain.

A.2 A Note On Real Data Error Bars
This is a technical note on the displayed error bars for the measured number of data
points in a bin. These have no uncertainty, since they show the true number of mea-
sured events; it is instead in the models they are compared to that have uncertainty.
Now the models have systematic uncertainties based on the fit parameter uncer-
tainties, but also statistical uncertainty simply in the form of Poissonian counting.
That is, for each bin, given the estimated expected number of events λ (based on
fit parameters), the range of probable measured events n is governed by the Poisson
distribution’s standard deviation

√
λ. However, displaying such model uncertainties

on an already busy plot would render it messy at best or illegible at worst. As a way
to compromise between legibility and still showing some sense statistical agreement
between the data and the models, error bars are added to the sparser data points.
These are frequentist uncertainties, encompassing which means λ would give rise to
the number of measured points n or more/less (depending on upper of lower bounds)
in a combined 68% percent of cases. These are realised using the methods in [161]
(equations 6 and 7), themselves taken from [155] (equations 33.59 a and b). In the
case of n = 0, no error bars are displayed to avoid subtleties on uncertainties in this
case. Even for plots that are not busy, and so could easily have model error bands
shown, the error bars are added to the data point instead for visual consistency.
Such display choices are also fairly common in other publications in the field.

A.3 Additional Oscillation Analysis Plots
A plot that was not displayed in section 8.4.2.
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A.4 List of Acronyms
SNO Sudbury Neutrino Observatory

2νββ double beta decay

0νββ neutrinoless double beta decay

SM Standard Model

LH Left Hand

RH Right Hand

NC Neutral Current

CC Charged Current

QFT Quantum Field Theory

CKM Cabbibo-Kobayashi-Maskawa

PMNS Pontecorvo-Maki-Nakagawa-Sakata

V-A Vector-Axial

h.c. Hermitian Conjugate

AV Acrylic Vessel

PMT Photomultiplier Tube

OWL Outward Looking PMT

PSUP PMT Support Structure

PMTIC PMT Interface Card

FEC Front-End Card

DAQ Data Acquisition System

MTC/A+ Analog Master Trigger Card (“+” for SNO+)

DB Daughter Board

GT Global Trigger

GTID Global Trigger ID

PE Photoelectron

TeA Telluric Acid

BD Butane Diol

TeBD Tellurium Butane Diol
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UPW Ultra-Pure Water

RAT Reactor Analysis Tool (code package)

RATDB RAT Database

MC Monte-Carlo

IBD Inverse Beta Decay

ELLIE Embedded LED/Laser Light Injection Entity

AMELLIE ELLIE Attenuation Module

SMELLIE ELLIE Scattering Module

TELLIE ELLIE Timing Module

FV Fiducial Volume (the target detector volume)

214BiPo 214Bi and 214Po coincident decays

AmBe 241Am-9Be source

PDF Probability Density Function

IAEA International Atomic Energy Agency

PWR Pressurised Water Reactor

PHWR Pressurised Heavy Water Reactor

LF Loading Factor

IESO Independent Electricity System Operator (Ontario)

bis-MSB 1,4-bis(2-methylstyryl)benzene

BHT butylated hydroxytoluene

MSW Mikheyev-Wolfenstein-Smirnov

ROI Region Of Interest (for 0νββ)

PR Proton Recoil
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