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Abstract

SNO+ is a multipurpose scintillator based neutrino experiment which is located 2km under-

ground at SNOLAB, Creighton mine, Sudbury. The primary physics goal of the experiment

is the search for the elusive process of neutrino-less double beta decay with 130Te loaded

into the liquid scintillator cocktail. In addition, SNO+ will be able to detect low energy

solar neutrinos, geo- and reactor-antineutrinos, as well as supernova neutrinos. SNO+ has

completed its water phase in 2019. During the water phase SNO+ made measurements

of 8B neutrinos, and improved the limits on the lifetime of nucleon decay. Aside from the

physics goals, the optical and energy calibration of the detector was accomplished in water

phase. SNO+ has finished filling the detector in May 2022, and preparing for the 130Te

phase.

This thesis consists of author’s major contributions to the experiment: i) calibration anal-

ysis described in chapter 7, and ii) the background analyses discussed in chapter 6 and

chapter 7.

Chapter 5 focuses on the calibration of SNO+ detector using 16N calibration source. The

tagged 6.1 MeV γ’s from 16N provided the primary energy calibration data in the water

phase. Furthermore, the source was deployed externally throughout the scintillator filling

process, and the data was used for various calibration purposes such as studying the scin-

tillation light yield, verifying the reconstruction algorithms, characterizing the scintillation

timing, and studying the Cherenkov signal in liquid scintillator.

The second part of my analysis focuses on background analyses in SNO+. Chapter 6 de-

scribes a model that I have used to estimate the effective attenuation length of the detector

in scintillator phase. The model was used to fit the tagged 214Po events in scintillator phase,

and estimate the effective attenuation length. The result is consistent with other studies.
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Moreover, chapter 7 focuses on the external backgrounds. A set of timing and angular classi-

fiers have been developed, and originally optimised to distinguish the external backgrounds

from 0νββ signal. I have utilised these classifiers to investigate their performance for the

detectable solar ν signals. The classifiers found effective, however it is demonstrated that

the performance can be significantly improved by taking advantage of supervised learning

methods. ROOT TMVA was used for this classification study. Furthermore, I have used the

partial-fill scintillator data to estimate the level of the external backgrounds. The 2.6 MeV

γ signal from the external 208Tl is identified in partial-fill. Furthermore, the level of exter-

nal 208Tl γ’s from the hold-down ropes are estimated by taking advantage of their angular

symmetry. The estimated result is consistent with previous measurements taken in water

phase.

Moreover, I have used the vertical displacements of the AV to estimate the creep rate of

the hold-down rope system during the partial-fill period. This analysis is described in ap-

pendix A. Furthermore, the long-term stability tests of the Tensylon fibres are described

in the second part of appendix A. Finally, the leaching model is briefly described in ap-

pendix B. I have developed this model as part of my MSc. research. During my first year of

Ph.D, I had the chance to complete the model and develop a simple python tool to estimate

the surface activity, and the level of leached isotopes for different filling scenarios.
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Chapter 1: Physics of Neutrinos

1.1 Introduction

Neutrinos are the least understood of the known elementary particles, and perhaps

can give insight into some of the most fundamental questions in physics such as the

matter anti-matter asymmetry in the universe. Furthermore, the fact that neutrinos

rarely interact, and they can easily travel across galaxies and give insights into the

fundamental properties of matter from very distant objects such as supernovae, makes

the neutrino experiments the frontier of the particle physics. The discovery of neutrino

oscillations by Super-Kamiokande and Sudbury Neutrino Observatory (SNO) which

confirmed that neutrinos have non-zero mass has provided the only strong direct

evidence for the physics beyond the standard model to date [1, 2]. Despite all the

progress that has been made by the neutrino experiments in past 25 years, many

fundamental questions still remain unanswered. The nature of neutrinos, the absolute

mass of neutrinos and their mass states hierarchy, and the role of neutrinos in the

early universe are amongst the most fundamental neutrino physics questions yet to

be probed.

This chapter gives an overview of the physics of neutrino, describes some of the

milestones, and discusses the role of neutrino measurements in developing the beyond

the standard model theories.
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1.2 The Birth of Neutrinos

The neutrino was predicted by Wolfgang Pauli, and proposed in a letter to a con-

ference in radioactivity in 1930 [3]. Pauli proposed neutrino to save the irrefragable

energy conservation law in the β decay process. β decay was modeled as a two body

process, in which the energy of the recoiling nucleus and the emitted β should be

constrained, however many observations showed a continuous energy spectrum for β

particles starting from zero to a maximum value known as the end point [4]. Neutrino

was introduced as the third particle coming out of the process, taking away the miss-

ing energy. Pauli described neutrino as an electrically neutral, low-mass, spin-1/2

particle that cannot be detected.

Inspired by Pauli’s work, Enrico Fermi developed the first theory of weak interac-

tions, and incorporated neutrino in his model to explain the β-decay process [5].

However, it took until 1956 that the first experimental observation of neutrinos was

made by Cowan and Reines [6]. They detected neutrinos through the delayed coinci-

dence signal from anti-neutrinos generated in a nuclear reactor [6], demonstrated in

equation 1.1.

ν̄e + p→ n+ e+ (1.1)

This interaction is known as inverse β decay. The positron would annihilate almost

instantly and produce two γs, as the prompt signal. The neutron thermalizes and

gets captured in about 5µs, and would emit a delayed γ.

Followed by this experiment, Ray Davis used dry cleaning fluid1to perform an experi-

ment to detect neutrinos through the neutrino capture interaction described below [7]:

νe +
37 Cl → e− +37 Ar (1.2)

Davis developed a technique to extract the Argon atoms and count them [7]. How-

ever, he did not observe any increase in the number of counted 37Ar when the reactor

1The dry cleaning fluid is rich in chlorine.
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was operating. This result suggested that neutrinos are different than anti-neutrinos

produced in β-decays. An electron neutrino is usually accompanied by an electron,

the associated lepton, and an electron anti-neutrino is produced with a positron. This

could be explained by the lepton number conservation law proposed by Konopinski

and Mahmoud in 1953 [8].

The muon neutrinos, νµ are discovered by studying the decay of cosmic muons [9]. In

1962, Lederman, Schwartz and Steinberger conducted an experiment in Brookhaven

National Laboratory [10], and confirmed that νµ are different than νe. They showed

that unlike electron neutrinos, muon neutrinos do not participate in interactions such

as inverse β-decay.

The third generation of neutrinos, ντ was proposed after discovery of τ leptons, and

was not detected until 2000 by the DONUT collaboration [11].

1.3 Neutrinos in Standard Model of Particle Physics

Fermi’s theory of weak-interactions could successfully explain most of the phenomena

involving weak interactions up until 50s. In 1956, Chien-Shiung Wu conducted an ex-

periment to test the parity transformation in the β decay of 60Co→60Ni, questioning

what most physicists had considered to be a trivial law of nature; the laws of physics

should remain invariant under the parity transformation. She cooled the cobalt atoms

down to 0.001K, and used a magnetic field to align the spin of their nuclei, then mea-

sured the orientation of the electrons produced in β-decay process [12]. The result

was quite surprising, and demonstrated that the electrons are preferentially emitted

anti-parallel to the original nuclei spin, in other words, the parity was maximally

violated. Moreover, Garwin and Lederman showed that parity is violated in the de-

cay of µ [13]. The results suggested that weak interactions only engage left-handed

electrons/neutrinos and right-handed positrons/anti-neutrinos, in other words, the

neutrinos/anti-neutrinos are always left/right handed. This required a new algebraic
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model for weak interactions.

After Wu’s experiment, Feynman and Gellmann developed a model for weak inter-

actions known as V-A (vector, axial-vector) theory [14]. They formulated the weak

interactions so they would maximally violate parity. This theory is one of the pre-

liminary blocks of the electro-weak model developed by S. Weinberg [15], and later

incorporated in what is known as the standard model of particle physics.

The standard model of particle physics (SM) is a brilliant theory developed by sev-

eral generations of physicists in 50s, 60s and 70s [14, 15, 16, 17]. SM formulates the

strong nuclear and electro-weak interactions using algebraic groups, and has success-

fully explained most of the experimental data to date. Three generations of neutrinos

are incorporated into the SM as mass-less, spin 1/2, left-handed particles till the ob-

servations of neutrino flavour transformation in the 90s required the introduction of

non-zero mass for neutrinos [2, 1], the only direct observation for beyond the standard

model. The next sections focus on the neutrino mass and its implications.

1.4 Neutrino Mass and Beyond the Standard Model

The discovery that neutrinos have non-zero mass came from two main observations;

i) the observed deficit in measured νe solar neutrinos, known as the solar neutrino

problem, and ii) the observed deficit in atmospheric neutrinos. Inspired by Kaon

oscillations, a model was developed for neutrino flavour oscillations that could explain

the observed deficit, which necessitated non-zero mass states for neutrinos. The

neutrino flavour oscillations was confirmed by the solid measurements from SNO and

Super-Kamiokande, leading into the 2015 Nobel prize in physics for Arthur McDonald

and Takaaki Kajita. This section gives an overview of the evidences for neutrino

oscillations, discusses the neutrino oscillations model, and explains what is known,

and what is yet to be determined about neutrino masses.
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1.4.1 Solar Neutrino Problem

The standard solar model (SSM) explains the energy generation mechanisms in the

sun. The model was developed by Bachall et. al. [18] by 1960s, and describes that

the solar energy is produced through two main thermo-nuclear fusion chains: i) pp

and pep chain which is the dominant contributor shown in figure 1.1, and ii) the CNO

cycle shown in figure 1.2. The model could also predict the flux of solar neutrinos at

the surface of earth from different interactions on those cycles. Figure 1.3 shows the

flux of solar neutrinos versus their energies.

Figure 1.1: pp and pep solar fusion cycles from SSM. The figure is taken from [19].

In 60s, Davis proposed an experiment to measure the solar neutrinos, and verify the

SSM [20]. Using dry cleaning fluid, the experiment detected solar neutrinos upon

their capture on chlorine, demonstrated previously in equation 1.2. This interaction

has the threshold of 0.8 MeV, which made the experiment sensitive to pep, CNO and

8B neutrinos. He also improved the technique that he had developed to extract 37Ar

back in 50s [20]. They measured the capture rate of solar neutrinos of 3 SNU, where

1 SNU is equivalent to a flux that produces 10−36 captures per second per target
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Figure 1.2: The CNO solar fusion cycles from SSM. The figure is taken from [19].

atom. They published their results in a paper in 1968 [7]. Their result confirmed

the thermonuclear fusion origin of sun’s energy, and also ruled out the CNO as the

dominant cycle since they would have produced a flux of neutrinos up to 35 SNU [21].

However, the measured flux was not quite consistent with the SSM prediction of 6 SNU

from pp cycle. The discrepancy only grew larger when the large Cherenkov detectors

made measurements of 8B solar neutrinos in 80s. Kamiokande detector measured the

solar neutrinos over 8 years, and the flux was found to be less than 50% of what SSM

predicted [22]. Furthermore, in 1998, Super-Kamiokande experiment measured the 8B

solar neutrinos to be 0.358+0.009
−0.008(stat)

+0.014
−0.010(syst) of the SSM prediction [1]. Moreover,

the other experiments such as GALLEX and SAGE with lower energy threshold

measured pp solar neutrinos to be about 50% of what is predicted by SSM [23, 24].

This discrepancy known as the solar neutrino problem, became very controversial in

physics community for years.

1.4.2 Atmospheric Neutrinos

The atmospheric neutrinos are created when high energy cosmic rays hit the atmo-

sphere and create hadronic showers. The π± created in the atmosphere decays into

µ± and ν̄µ/νµ. The produced µ± have a half-life of 1.56 µs and decays into e± and a
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Figure 1.3: The flux of solar neutrinos at the surface of earth. The annotations above the
plot show the energy ranges of neutrinos that could be detected in the detectors, taken
from [19].

ν̄µ/νµ and a νe/ν̄e. The following shows the decay process of atmospheric π±:

π± → ν̄µ/νµ + µ± → e± + ν̄µ/νµ + νe/ν̄e (1.3)

It can be seen from equation 1.3, there would be 2 νµ created for every atmospheric νe,

Ratm = Φ(νµ)

Φ(νe)
= 2. The Kamiokande and IBM experiment measured the atmospheric

neutrinos through elastic-scattering off an electron (ES), and charge current (CC)

interactions, and found the ratio to be significantly less than 2 [25, 26]. Furthermore,

Super-Kamiokande experiment observed the same significant deficit of atmospheric

νµ [27]. This discrepancy became known as the atmospheric neutrino anomaly.

1.4.3 Neutrino Oscillations

In order to explain the controversial solar- and atmospheric-ν deficits observed by

several neutrino detectors, an extension to SM was necessary. The most successful

solution is known as the neutrino flavour oscillations, a model that had been developed

from the work of several theoretical physicists in 60s, 70s, and 80s [28, 29, 30, 31, 32].

Perhaps, Pontecorvo was the first who proposed ν ↔ ν̄ oscillations inspired by kaon

oscillations [28]. Inspired by Pontecorvo’s work, Maki, Nakagawa and Sakata de-
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veloped a model for neutrino flavour oscillations [30]. Furthermore, the model was

completed by Blineky, Pontecorvo, Eliezer and Swift in 70s [31, 29]. In addition,

Wolfenstein, Mikheev and Smirnov extended the model to incorporate the neutrino

oscillations in matter [32]. The neutrino oscillations model relies on the argument

that neutrinos have non-zero mass, and their three mass eigen-states |νk=1,2,3⟩ are mis-

aligned with their three flavour states |να=e,µ,ν⟩. The mass and the flavour eigen-states

are both complete sets of basis of the space, and therefore there is a unitary operator

U that can transform the flavour eigen-states into the mass eigen-states. The matrix

representation of this operator Ukj is known as Pontecorvo-Maki-Nakagawa-Sakata

(PMNS) matrix which is discussed later. Neutrinos participate in weak interactions

in their flavour states but propagate in space in their mass states. For instance, the

flavour state of a neutrino created in an electron flavour state, |νe⟩ will evolve over

time as it propagates, and the time evolution can be described by a time evolution

operator Tflavour as follows:

|ν(t)⟩ = T |νe⟩ (1.4)

where ν(t) can be written as a linear combination of three flavour states. For instance,

the probability of detecting this neutrino in the µ flavour state after time t would be:

Pe→µ = | ⟨νµ|T |νe⟩ |2 (1.5)

Since T is not diagonal in flavour basis, the probability is non-zero. However, T is

diagonal if written in mass basis.

Tmass =


e−iE1t 0 0

0 e−iE2t 0

0 0 e−iE3t


(1.6)
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where T in flavour basis would be UTmassU
†, and Ei is the energy of the ith mass

state. In the case of two flavour oscillations, as it is often the case, the unitary matrix

U would become a 2× 2 unitary matrix, hence can be presented in terms of a single

angle θ, and written as follows:

 cos θ sin θ

− sin θ cos θ

 (1.7)

Therefore, the probability of Pe→µ can be calculates as follows:

Pe→ µ = sin2 2θ sin2 (
∆E12t

2
) (1.8)

Neutrinos are relativistic particles so their energy should be calculated accordingly:

Ei =
√
p2 +m2

i ∼ p+
m2

i

2p
(1.9)

Moreover, experiments usually care about the probability of detecting a certain flavour

neutrino which propagated over a certain distance L, known as baseline. Therefore,

the probability can be written in terms of L, assuming t = L
c
and E ∼ p. Therefore,

the probability for a two flavour neutrino oscillations can be written as:

Pe→µ = sin2 2θ sin2

(
1.27

∆m2
21[eV

2.km]

E[GeV ]

)
(1.10)

It can be seen from equation 1.10 that the probability is a function of the baseline L,

the energy E, the squared mass difference ∆m2
21 = m2

2 −m2
1, and the value of mixing

angle θ. Therefore, the the mixing angle and ∆m2
21 can be determined by measuring

the neutrino flux over different baselines and looking at various energies.

In the case of three flavour oscillations, the PMNS unitary matrix can be written in

terms of three mixing angles (θ21, θ13, θ23), and a CP-violation phase. Furthermore,

there would be three squared mass differences, ∆m2
21, ∆m

2
31 and ∆m2

32, which two of
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them are independent.

1.4.4 Confirmation of the Neutrino flavour Oscillations; The Results from

the SNO and Super-K.

The results from SNO and Super-Kamiokande confirmed the neutrino flavour oscil-

lations as the best explanation to the solar neutrino problem and the atmospheric

neutrino anomaly. The SNO was a large Cherenkov detector filled with about 1kT of

heavy water. Taking advantage of heavy water, SNO could detect neutrinos through

neutral current interactions via breaking up of the deuterium nuclei as follows:

να +D → n+ p+ να (1.11)

The neutral current interaction are mediated by Z bosons, hence they are equally

sensitive to all flavours of neutrinos. The produced free neutron captured on hydro-

gen nucleus, and produced a γ which is the key signature to identify this interac-

tion [33]. Furthermore, SNO could detect neutrinos through two other interactions.

The charged current interactions mediated by charged W bosons which are only sen-

sitive to electron type neutrinos

νe + n→ p+ e− (1.12)

In addition, the elastic scattering (ES) interactions mediated by Z bosons for all

type of neutrinos. However, electron type neutrinos can participate in ES also by

exchanging W bosons, therefore ES has a larger cross section for νe than νµ and

ντ [34]2. Through these three interactions, SNO could estimate the flux of electron

type solar neutrinos and the total neutrino flux. Figure 1.4 summarizes the measured

solar neutrino flux by SNO. The collaboration published their results from the first

phase of the experiment in 2002 [2], and the measured fluxes were as follows:

2The cross-section of ES for νe is about 6 times larger than νµ,e.
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Φe = 1.76+0.05
−0.05(stat)

+0.09
−0.09(syst)× 10−6cm−2sec−1 (1.13)

Φµ,τ = 3.41+0.45
−0.45(stat)

+0.48
−0.45(syst)× 10−6cm−2sec−1 (1.14)

Figure 1.4: The electron type neutrino flux along with νµ,τ flux measured in SNO and
Super-Kamiokande, taken from [2].

The results from the SNO are shown in figure 1.4. The total neutrino flux was consis-

tent with what is predicted in SSM, and the electron type neutrino flux was found to

be around 1/3 of the total neutrino flux, which was consistent with previous measure-

ments. The result from the SNO confirmed the solar neutrino flavour transformation.

Furthermore, Super-Kamiokade measured the flux of atmospheric νµ as a function of

L/E, and confirmed the neutrino flavour oscillations. Figure 1.5 shows the measured

flux by Super-Kamiokande along with the neutrino oscillations model and two other

alternative models fit to the data.

The three flavour oscillations model has several free parameters to be determined: the

three mixing angles θij and the CP-violation phase δcp are the free parameters incor-

porated in PMNS matrix as shown in equation 1.15, and the squared-mass differences
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Figure 1.5: The ratio between the observed and the predicted flux of atmospheric νµ vs.
L/E measured by Super-Kamiokande. the best fit found to be the neutrino oscillations
model (red). The neutrino decoherence model (dotted line), and the neutrino decay model
(dashed line) are also shown [27].

∆mij.

Uαk =


1 0 0

0 c23 s23

0 −s23 c23


×


c13 0 s13e

−iδ

0 1 0

−s13eiδ 0 c13


×


c12 s12 0

−s12 c12 0

0 0 1


(1.15)

where cij = cos θij, and sij = sin θij. These parameters should be constrained using

the experimental data. In the case of Solar neutrinos, the flavour oscillations are

mostly described by ∆m2
21 and θ21 since νe is the only type of neutrino produced in

sun. Furthermore, atmospheric neutrinos are governed by ∆m23 and θ23. Combin-

ing the results from the solar neutrino and the reactor neutrino experiments ∆m2
21

found to be 7.53±0.18× 10−5 eV2, and the best fit for the mixing angle found to be

θ12 = 34.5◦+1.2
−1.0 [35]. ∆m2

32 is determined from atmospheric neutrino and long baseline

neutrino beams from accelerators such as T2K. However, in this case only the absolute

value of squared-mass difference can be determined and the sign is unknown. The

best fit for |∆m2
32| = 2.50 ± 0.03 [35]. This ambiguity leads into two different mass

hierarchies for the neutrinos. Normal hierarchy (NH) which corresponds to m3 mass
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Figure 1.6: Two arrangements of neutrino mass states, normal hierarchy (NH) on the left,
and inverted hierarchy (IH) on the right.

state being heavier than m1 and m2, and the inverted mass hierarchy (IH) in which

m3 is the lightest mass state. Figure 1.6 demonstrates two possible arrangements

for the neutrino mass states. The future generation of accelerators can potentially

probe longer baselines, and therefore can detect the flavour oscillations in matter and

determine the sign of ∆m2
32.

The other parameter that needs to be determined is δcp which represents the CP-

violation in flavour oscillations (e.g. P (νe → νmu) ̸= P (ν̄e → ν̄µ)). This parameter

can be constrained using accelerator experiments which can produce both ν and ν̄ [36].

1.4.5 Neutrino Absolute Mass and Neutrino Mass Mechanism

The other unknown is the neutrino absolute mass and its origin. The upper limits on

the neutrino mass comes from the direct neutrino experiment by kinematic studies

of β decay. In β decay, the end point of the electron energy spectrum is altered

by the value of neutrino mass. KATRIN experiment studies the β decay of tritium,

and has set the lowest upper limit of mν < 0.7eV at 90% confidence level [37].

Furthermore, indirect measurements of total neutrino mass comes from cosmological

measurements. The results from Planck places an upper limit of
∑

imi < 0.45eV for
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the sum of neutrino masses [38].

Fermions such as electrons gain their mass through Higgs mechanism in SM [39].

Treating neutrinos as Dirac particles, one can write the Lagrangian of Higgs field

interacting with the right-handed and left-handed components of neutrino as follows:

LD
mass = − gv√

2
(ψ̄RψL + ψ̄LψR) (1.16)

where g is the coupling of the neutrino field to the Higgs field, v is the vacuum expec-

tation value of the Higgs field, and ψR/L is the left-handed/right-handed components

of the neutrino field, and the bar denotes the adjoint component of the Dirac neutrino.

In this case, the mass of the Dirac neutrino is estimated to be:

mD =
gv√
2

(1.17)

In order to gain mass through this mechanism, the neutrino should be a Dirac par-

ticle, in other words, neutrino and anti-neutrino should be two distinct particles.

Furthermore, both right-handed and left-handed components should exist for neutri-

nos. Since the weak field only couples to the left-handed leptons, the right-handed

neutrino known as sterile neutrino should be incorporated in this model as a particle

that only interacts with gravity.

There is an alternative mechanism that was postulated by Majorana [40]. Majorana

suggested that some neutral particles can be their own anti-particles3, in other words

ψC ∼ ψ, where ψC is the charge conjugate of ψ. These particles became known as

Majorana particles. As the only neutral fermions, neutrinos seem to be good candi-

dates to be their own anti-particles. The Lagrangian of Majorana neutrino mass can

be incorporated in SM as follows:

LL
mass = −mL(ψ̄L

C
ψL + ψ̄Lψ

C
L ) (1.18)

3ψ̄ = iγ2ψ∗ to satisfy Dirac equation.

14



where mL is the Majorana mass of left-handed neutrino, which formulates the direct

coupling between the neutrino and anti-neutrino field.

The most general mass Lagrangian contains both the Dirac mass term and the Ma-

jorana mass term, so that the neutrino would gain mass through both coupling to

the Higgs field as well as coupling to the anti-neutrino fields. This mechanism also

requires a heavy right-handed neutrino which is not the same as the light sterile

neutrino mentioned earlier.

1.5 Neutrino-less Double Beta Decay

This section describes a process known as neutrino-less double beta decay (0νββ)

which can be used to probe the Majorana nature of neutrinos. First, the double beta

decay is discussed, and then 0νββ is described, and some of the experiments searching

for this process are outlines.

1.5.1 Double Beta Decay

In 1935, M. Goeppert-Mayer proposed a decay process for unstable nuclei known as

double beta decay (2νββ) [41]. The nucleus undergoes two simultaneous β decays

in this process, which results in an increase of a charge Z by 2, and emission of two

electrons and two anti-neutrinos, demonstrated as follows:

(A,Z) → (A,Z + 2) + e− + 2ν̄e + 2e− (1.19)

Figure 1.7a shows the Feynman diagram for this process. 2νββ is proposed for unsta-

ble nuclei in which the single β-decay is forbidden due to the higher binding energy

of the daughter nucleus (A,Z+1) compared to (A,Z). Figure 1.7b demonstrates the

binding energy of nuclei vs. their atomic number Z. There are 35 known naturally

occurring isotopes that can undergo 2νββ decay, and the process has been observed

for 20 isotopes to date [42]. 2νββ is a second order weak process, hence has a long

half-life (1018-1021 years).
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(a) (b)

Figure 1.7: (a) The Feynman diagram of double beta decay process. (b) The β decay and
2νββ decay for nuclei versus atomic number (Z). As it can be seen for some nuclei the β
decay is energetically forbidden but 2νββ is allowed, taken from [43].

1.5.2 Neutrino-less Double Beta Decay

Neutrino-less double beta decay (0νββ) is a hypothetical process as follows:

(Z,A) → (Z + 2, A) + 2e− (1.20)

Unlike 2νββ which is allowed in SM and has been observed, 0νββ has never been

observed to date. Furthermore, this process violates the lepton number conservation

by two units. As it can be seen from figure 1.8, no anti-neutrinos are emitted in this

process. The process can be thought of as an anti-neutrino is created at one vertex

and a neutrino is absorbed at the other one. This requires neutrino to be a Majorana

particle. Moreover, the anti-neutrino needs to flip helicity between two vertices. This

helicity evolution (flip) is only possible if neutrino has a non-zero mass.

The rate of 0νββ decay can be written as a product of the phase space of the decay

G0ν , the nuclear matrix element M0ν , the effective Majorana mass mββ normalized
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Figure 1.8: Feynman diagram of neutrino-less double beta decay.

by the mass of electron me:

1

T 0ν
1/2

= G0ν |M0ν |2
(
|mββ|
me

2
)

(1.21)

G0ν depends on the nucleus, more specifically, depends on the Qββ value of the decay.

The nuclear matrix element,M0ν is the biggest source of uncertainty in the calculation

of 0νββ rate since it highly depends on the chosen nuclear model [44]. The effective

Majorana mass depends on the three neutrino mass eigen-values and the PMNS

matrix parameters, and can be calculated as follows:

mββ =
3∑

k=0

U2
αkmk (1.22)

Lower mi would lead into lower rate for the process, in other words, there will be

lower chance of helicity flip for the neutrino for lower masses. Figure 1.9 shows the

effective Majorana mass versus the lightest neutrino mass eigen-value along with the

observation limits [45]. As it can be seen a major portion of the shaded region is yet

to be probed.
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Figure 1.9: The effective Majorana mass versus the lowest neutrino mass eigen state for
two mass-state hierarchies along with the best observation limit from KamLAND-Zen [45].

1.5.3 0νββ Experiments

Detecting 0νββ decay will confirm the Majorana nature of neutrinos, and furthermore

can potentially give insight into the true hierarchy of the neutrino mass states. In

addition, cosmological observations suggest an excess amount of quarks over anti-

quarks to be 1 part 109 in the early universe. The origin if this broken symmetry

and the interactions involved are still unknown. However, the discovery of heavy

Majorana neutrino can provide an explanation for the matter/anti-matter asymmetry

in the universe through a process known as leptogenesis. The asymmetry between

leptons and anti-leptons could be transferred to the baryon sector [46].

Since no neutrinos are produced in 0νββ, almost the entire energy of the decay is

carried away by the electrons. Therefore in a detector with a perfect energy resolution,

the energy spectrum of 0νββ would be a delta function about the end point of the

2νββ spectrum. Thus, in order to detect the 0ν signal, it is crucial to have a good

energy resolution. Furthermore, the rate of 0νββ is orders of magnitude smaller than

2νββ decay. Figure 1.10 illustrates the 0νββ and 2νββ energy spectra.

A simplified model of a 0νββ experiment using N nuclei of the ββ isotope can be

obtained to estimate the half-life sensitivity at the confidence level (C.L.). Assuming
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Figure 1.10: Schematic of 2νββ-decay and 0νββ energy spectra. The kinetic energy of two
electrons is normalized to the end point energy Qββ . The rate of 0ν is scaled to 10−2/10−6

of the 2νββ rate for the main spectra and the one on the top right respectively, taken
from [47].

the background rate of rB
4within the energy region of interest, the live-time t, and

the detection efficiency ϵ for the experiment, the half-life sensitivity can be estimated

as follows:

TC.L.
1/2 =

ln(2)

C
√
rB
.ϵ.
√
t.N (1.23)

Therefore, in addition to the good energy resolution discussed earlier, a large quantity

of the isotope, low background level, long live-time, and good detection efficiency are

required for the 0νββ experiments.

Choices of 0νββ Isotope

The choice of isotope is another important factor in the experiments searching for

0νββ decays. The followings should be taken into account in choosing the isotope:

• Natural abundance: higher natural abundance of the isotope leads into greater

Nββ avoiding the cost and engineering challenges for enriching the isotope.

4A Poisson distribution is assumed for the background within the region of interest.
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Isotope Experiment Qββ [MeV] Technology
Latest limits (years)

90% C.L.

130Te CUORE 2.53 Crystal Bolometer 2.2×1025 [48]

76Ge MAJORANA 2.04 Germanium Detector 8.3×1025 [40]

136Xe EXO-200 2.46 Time projection chamber 4.3×1024 [49]

100Mo NEMO-3 3.04 Tracking Calorimeter 6.93×1018 [50]

82Se NEMO-3 2.00 Tracking Calorimeter 2.3×1022

116Cd NEMO-3 2.81 Tracking Calorimeter 1.0×1023 [51]

150Nd NEMO-3 3.37 Tracking Calorimeter 2.0×1022 [52]

96Zr NEMO-3 3.35 Tracking Calorimeter 9.21021 [53]

48Ca NEMO-3 4.27 Tracking Calorimeter 2.0×1022 [54]

Table 1.1: The best current limits on 0νββ half-lives of different isotopes along with their
Qββ values.

• The nuclear physics of the isotope: the nuclear structure of the isotope deter-

mines the size of the 0νββ signal (|M0ν |). Furthermore it determines the rate

of 2νββ (|M2ν | which is the major background for the signal. Therefore, lower

2νββ rate is desirable for 0ν experiments

• The position of Qββ: larger Qββ makes it easier to detect 0ν signal with higher

efficiencies. The signal would be easier to discriminate if the end point lies

further away from natural radioactive signals.

Table 1.1 summarizes some of the 0ν experiments together with their chosen isotopes

and their best measured upper limits.

The SNO+ experiment is aiming to search for 0νββ decay using 130Te loaded into

about 1kT liquid scintillator [55]. 130Te has the highest natural abundance (∼34%)

amongst all the ββ isotopes, and has the second best expected ratio of 2νββ to

0νββ signal after 136Xe [56]. Furthermore, 130Te has good optical properties which

allows SNO+ to increase the loading of 130Te until the 2νββ signal is dominant. The

Qββ value of 130Te is 2.53 MeV. The major radioactive background in this region is

212/214BiPo, which can be tagged and rejected using delayed coincidence technique.

The SNO+ experiment is described in detail in the next chapter.

20



Chapter 2: SNO+ Experiment

SNO+ is a multipurpose kilo-tonne scale neutrino experiment, located 2 km under-

ground at SNOLAB in an active nickel mine in Sudbury, Canada. The experiment has

a diverse physics program, however the main goal of the experiment is the search for

elusive 0νββ decay with 130Te loaded into the liquid scintillator cocktail. This chap-

ter describes the SNO+ experiment, provides an overview of the detector, describes

different operational phases of the experiment and the associated physics goals. Fur-

thermore, the optics, Data AcQuisition system (DAQ), calibration, and the analysis

tools are described in this chapter.

2.1 Detector

SNO+ reuses the Nobel prize winning SNO detector, replacing the heavy water target

with the liquid scintillator cocktail. A schematic of the SNO+ detector is shown in

figure 2.1. The detector consists of a 12m diameter acrylic vessel (AV) which is

suspended in a 6263 m3 cylindrical shape chamber, known as the cavity [57]. The AV

is supported by 10 pairs of Tensylon hold-up (HU) ropes from a platform known as

the SNO+ deck. In order to detect the scintillation/Cherenkov photons, the AV is

surrounded by ∼9300 photomultilier tubes known as PMTs. The PMTs are mounted

facing radially inward on a 18m diameter stainless steel structure, known as the PSUP

which is held by 15 stainless steel cables from the deck. The cavity volume is filled

with about 7000 tonnes of ultra pure water (UPW) which shields the detector against

the external background such as γ’s from the walls. Furthermore, 91 outward looking

PMTs view the cavity volume and can be used to identify and reject cosmic muons.
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The next section summarizes the detector upgrades to facilitate the transitioning from

SNO to SNO+.

Hold-up Ropes

Hold-down 

Tensylon Ropes

PMT support structure

Stainless steel (PSUP)

(18 m diameter)

~ 9300 PMTs mounted

7m long AV Neck 

Acrylic Vessel (AV)

5 cm thick, 

12 m diameter

Cavity,

Filled with 

7000 tonnes UPW

905 t Ultra pure water

 (UPW)/

780 t of liquid scintillator

Figure 2.1: Schematic of SNO+ detector, taken from [58].

2.1.1 Detector Upgrades

The SNO+ liquid scintillator is composed of Linear Alkyl Benzene known as LAB

loaded with 2,5-diphenyloxazole (PPO) as the primary fluor dissolved in a concen-

tration of about 2g/L1. The liquid scintillator cocktail has a much higher light yield

(∼50×) compared to the UPW/heavy water Cherenkov signal, therefore SNO+ has

a lower energy threshold to sub-MeV energies, and furthermore can achieve much

lower energy resolutions of a few %
√
E/MeV [59]. LAB has good optical proper-

ties and high purity levels directly from the manufacturer. In addition, since LAB

is a non-polar compound, it can be purified to about 3 orders of magnitude smaller

1The PPO concentration can vary in different phases.
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concentrations of radio-isotopes than water [60]. In order to achieve the target purity

level of roughly 10−17g/g of 238U and 232Th in LAB, a new scintillator purification

plant was designed, installed, and commissioned underground at SNOLAB.

The liquid scintillator has a lower density (ρ=0.86g/cm3) than the surrounding UPW.

In order to compensate for the buoyancy force, the hold-down rope system was de-

signed and installed. The hold-down ropes system (HD) consists of 20 high purity

polyethylene fiber (Tensylon) ropes, and were laid over the AV around the neck, and

on the other end were anchored to the bottom of the cavity [61](see figure 2.1). The

HD ropes system is discussed in detail in section A.1. In addition to the HD ropes,

the old hold-up rope system (HU) has been replaced with the new Tensylon ropes of

20mm diameter to improve the radio-purity.

There is a significant level of 222Rn in the lab air (= 131±6.7 Bq/m3 [62]) which can

ingress into the scintillator and increase the background level, therefore the detector

must be air-tight. This was accomplished in the SNO experiment by replacing the

air volume with boil-off N2 from a liquid nitrogen dewar. Since the old system is not

a sealed cover-gas system it does not meet the radio-purity constraints for SNO+,

therefore a new system is designed for SNO+. This system consists of three flexible

bags (∼240 L), fail-safe pressure relief device (U-tube system) and electro-polished

stainless steel tubing [63]. The radon-tight buffer bags are filled with high purity N2

and connected to the detector volume. They isolate the detector from the lab air

while balancing out the air pressure difference between the lab environment and the

detector volume. The system is expected to reduce the radon ingress by a factor of

105 [63].

Furthermore, the Data Acquisition System (DAQ) has been upgraded for the in-

creased light yield, and to handle higher event rates. Section 2.2 describes SNO+

DAQ system.
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2.1.2 PMTs

The light detection unit of SNO+ detector is the 8” Hamamatsu R1408 Photomulti-

plier Tube (PMT) shown in figure 2.2. A PMT consists of a vacuumed round glass.

The photo-electrons (p.e.) are created via photo-electric effect on a thin caesium bial-

kali film inside the glass [64]. This thin film is known as photo-cathode. The cathode

is held at ground potential, whereas the anode at the base is held at about 2000V,

forming a strong electric field inside the PMT. The photo-electrons are accelerated

in this electric field, and multiplied by a cascade of secondary emissions in a stack of

9 parallel plates known as dynodes. Finally, the photo-electrons are collected on the

anode in the base and the signal (charge) is sent up through a cable. The efficiency

of a PMT is defined as the probability of creating p.e in cathode, and furthermore

collecting those electrons in anode. The efficiency found to be wavelength dependant,

and the average efficiency is measured to be about 13.5% at 440nm.

(a) (b)

Figure 2.2: (a) shows the 8” R1408 Hamamatsu PMT. The sizes are in cm. (b) shows a
cross section of a PMT fitted with a concentrator, taken from [64].

Concentrators

In order to increase the coverage of photo-cathodes, each PMT is equipped with a

27 cm outer diameter reflector buckets known as concentrators shown in figure 2.2

(b) [65]. The concentrators increase the PMTs coverage from 31% to about 50% [55].
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(a) (b)

Figure 2.3: (a) shows the transit time probability distribution for a R1408 PMT from RAT.
(b) shows the signal from a single p.e. in a PMT along with the dark noise, taken from [64].
The count for the dark noise peak goes up to about 2000 counts.

Timing

The time between the incident photon arriving at photo-cathode and the resulting

p.e signal reaching its maximum is known as the PMT transit time. The transit

time is determined by the path of p.e inside the PMT. The PMT transit time spread

(TTS) needs to be well understood and taken into account in modeling the timing

(see 5.4.4). Figure 2.3a shows the probability distribution of a R1408 PMT from a

RAT simulation, originally measured by P. Skensved at SNO. The width of the domi-

nant peak found to be about FWHM∼3.7ns. The early peak is known as pre-pulsing,

and is formed by the photons passing through the photo-cathode, and creating p.e on

the dynodes. Furthermore, the late peaks are created by p.e scattering off dynodes

back towards the photo-cathode, and creating secondary electrons that are eventually

captured on the anode.

Charge

The PMTs always produce a current (charge) at their base without any exposure to

light. This current is known as the Dark Noise. Figure 2.3b shows the spectra from

a single p.e. generated in a R1408 PMT from an in-situ measurement in SNO [64].
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The dominant peak about 0 shows the dark noise. The threshold is set at about 1/4

of the average deposited charge by a single photo electron. A PMT is considered hit

or triggered when this threshold is crossed. The PMTs charge and time are handled

via the DAQ system which is discussed in the next section.

2.2 Data Acquisition System (DAQ)

SNO+ DAQ is essentially responsible for reading out the charge and time from the

fired PMTs, and grouping them into events. This is achieved by constantly buffering

through the collected analog data (charge) by PMTs. Once a global trigger (GT) is

issued, the collected charge from PMTs are processed, digitised, and saved, otherwise

the data are discarded every 400ns [55].

The GT is issued upon the coincidence of several PMT hits, when the sum of trig-

ger signals issued by each PMT crosses the threshold. Each PMT has a coaxial

cable which supplies the high voltage and carries the charge from the PMT anode

to a channel on PMT interface card (PMTIC). One PMTIC has a capacity for 32

PMTs (channels). Overall 9728 channels are divided into groups of 512, each hosted

by one of the 19 crates located on the SNO+ deck. The PMTICs control the high

voltage supply to the PMTs through 4 relays, one relay per 8 PMTs. Furthermore,

the PMTICs collect the signal from PMTs, and pass them onto the front end cards

(FEC).

The FEC has a discriminator to distinguish the physics signal from the electronic dark

noise. The threshold for this discriminator is set to be roughly 1/4 of the charge gener-

ated by a single photo-electron as dicussed previously. Then the discriminator signal

is summed up at each crate and passed to 7 MTC/A (Master Trigger Card/Analog)

boards. Each MTC/A is devoted to a particular type of physics, and would sum the

analog signal from crates if that sum crosses the pre-determined threshold. The most

important MTC/A trigger for the physics analysis is NHIT100 which is proportional
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to the number of hit PMTs within 100ns.

The signal from thr MTC/A is sent to Master Trigger Card/Digital (MTC/D).

MTC/D would either ignore or acknowledge the received signal based upon the

masked in trigger types. If the trigger pulse is masked in, GT is issued, and the

MTC/D would sent back a signal to the FECs. Once the GT is issued, all the chan-

nels data are collected and grouped from a period of 180 ns before the GT to 220 ns

after the GT. This period is know as the triggering time window. In fact, one event

is the PMTs data collected within a single triggering window.

The timing information is measured through a 50 MHz clock, and processed through

time-to-analogue-converter (TAC). If the signal crosses channel’s threshold, a TAC

inside the channel’s CMOS chip starts. Upon arriving a GT signal, the TAC stops,

and the charge and timing readouts are integrated and saved. If no GT is issued

within 410ns, the data are discarded, and the TAC resets automatically.

Aside from the recorded TAC for each channel, there are three charge related pa-

rameters which would be integrated and saved upon issuing a GT. QHS: high gain

with short integration time interval, QHL: high gain with long integration, and QHX

which is a low gain with short integration charge. The short and long integration

time intervals are 60 and 390ns, respectively.
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2.3 SNO+ Phases

Water Phase Partial-fill Phase Pure Scintillator Phase Te-loaded Scintillator

Phase

905 T of Ultra-

pure Water

365 T of Scintillator:

LAB + 0.5 g/L PPO

780T of Scintillator:

LAB + 2 g/L PPO

780T of Scintillator:

LAB + 2 g/L PPO

+Te loading (0.5%)

Figure 2.4: 4 different phases of the SNO+ experiment.

The various stages of the experiment is defined based upon the target medium in the

AV as illustrated in figure 2.4. The analyses presented in this work mostly include

the data from water phase, the partial-fill, and the scintillator phase.

Water Phase

The detector was filled with 905 tonnes of ultra-pure water. The water phase started

in May 2017, and ended in July 2019. An extensive energy and optics calibration of the

detector was performed within this period. Furthermore, SNO+ made measurements

of internal background levels and the external γ’s in water phase. SNO+ reached a

very low background levels of 4.2×10−15gU/gH2O, and 3×10−16gTh/gH2O in water,

and set new upper limits on five modes of nucleon decay [66], and measured the 8B

solar neutrinos [67].

Partial-fill

The second phase of SNO+ is known as the partial-fill period. The scintillator filling

process was interrupted in March 2020, and paused for about 7 months due to the

COVID-19 pandemic. Within this period, the scintillator/water interface was sitting

at about 0.75 m with 365 tonnes of LAB sitting on top of ultra-pure water. The in−
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situ measurement shows the PPO concentration of 0.57g/L ± 0.05 in this period [68].

Figure 2.5 shows the AV within this period, where the scintillator/water interface is

evident. Relatively stable detector condition during this time period provided us

with a set of data that was used to understand the detector response for scintillator

events. Some of the analyses carried out on partial-fill data is discussed in chapter 5

and chapter 7.

Figure 2.5: A picture of SNO+ AV and scintillator/water interface during partial-fill, taken
from one of the bottom cameras.

Scintillator Phase

The pure scintillator phase has started in May 2022 while the detector was filled with

780 tonnes of scintillator, and the PPO concentration was increased to about 2g/L.

The data were used to learn the timing profile of the scintillator cocktail [69]. Fur-

thermore, some analyses have been carried out to understand the light yield, the level

of backgrounds, and verify the reconstruction algorithms. Chapter 6 describes my

analysis carried out on this data that was used to determine the attenuation length.

Furthermore, the scintillator data can be used to make measurements of solar neutri-

nos, geo- and atmospheric-antineutrinos, and furthermore capture the neutrinos from

a possible supernova event.
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Te-loaded Scintillator Phase

The primary phase of the experiment that involves loading 130Te into the scintillator

cocktail for 0νββ search. The initial loading target is 0.5% of Tellurium into LAB +

2g/L PPO + 15 mg/L bisMSB2. The cocktail is described further in section 2.4.

2.4 Optics

SNO+ essentially registers physics events in form of the photons. Therefore it is

crucial to understand the interactions and the processes generating the photons at

MeV scale energies in the detection volume. This section describes the main two

processes generating light in the detector; i) the Cherenkov mechanism in water and

scintillator, and ii) the scintillation processes in scintillator.

2.4.1 Cherenkov Radiation

Cherenkov radiation is emitted when a charged particle is travelling through a dielec-

tric medium with a speed faster than the phase velocity of light in that medium (c/n).

A charged particle travelling through a dielectric medium can polarise the molecules

around its path. The polarisation field would have enough time to compensate, and

remain symmetric about the particle’s trajectory when the particle is moving slowly.

However, when the particle is moving faster than the local velocity of light, the polar-

isation field cannot fully compensate, and therefore forms a non-zero net polarisation

(dipole) along the particle’s trajectory. As an oscillating dipole would radiate, the

molecules along the fast charged particle’s path get polarised and depolarised, and

emit photons. The Cherenkov photons are emitted in form of a cone along the tra-

jectory, known as the Cherenkov cone, shown in figure 2.6. The angle between the

trajectory and the emitted Cherenkov photons, θc can be expressed as follows:

2C24H22, a fluorescent compound with an excitation peak at 347 nm, and an emission peak at 423
nm [70]
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Δt(c/n)
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Figure 2.6: Schematic of Cherenkov mechanism when a charged particle is passing through
a dielectric material.

cos θc =
1

n(λ)β
(2.1)

where n is the refractive index of the medium, and β = c/v. For instance, as v → c the

opening angle, θc ∼ cos−1( 1
n
), which would give an opening angle of θc ∼ 40.5◦ in LAB.

The angular distribution of fired PMTs is the key to identify and isolate the Cherenkov

signal in scintillator which is discussed in section 5.4.5. The Cherenkov photons

are emitted within a very short time window, ∼ 100 ps for MeV scale electrons,

which is instantaneous compared to the scintillation process. The number of emitted

Cherenkov photons per unit length can be calculated by Frank-Tamm formula [71],

as follows:
d2N

dxdE
=

2παZ2

λ2

(
1− 1

β2n(λ)2

)
(2.2)

where α is the fine-structure constant α ∼ 1
137

, and Z is the charge of the particle. The

total number of emitted photons within visible range can be estimated by integrating

over the particle’s track.
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2.4.2 Scintillation

A charged particle travelling through a liquid scintillator can excite the electrons.

The electrons eventually de-excite after a short relaxation period (∼ps), and fall back

to the ground state and emit photons. The scintillation photons are emitted through

two main processes: i) the fluorescence which takes place over a short time period

of (ns-µs), and ii) the phosphorescence that can be distinguished from fluorescence

with their much longer decay time, on the order of ms to a few seconds. The organic

liquid scintillators contain aromatic rings3which form π-bonds. The π electrons are

highly de-localized, and their excited energy states are separated by a few eV. Fig-

ure 2.7 shows an example of the energy states of these π electrons in an organic liquid

scintillator along with their possible transitions.

Figure 2.7: The energy states of π electrons in an organic liquid scintillator along with their
possible transitions, taken from [72].

A charged particle passing through scintillator can excite the π electrons, either di-

rectly through elastic scattering, or indirectly through ionization and then recombi-

nation, forming an excited state. In the case of elastic scattering, the electrons always

transition up to singlet excited states (S1,2,...), since the spin selection law makes it

forbidden for transitioning to triplet states. The excited singlet electrons de-excite

almost instantly (∼ps) via vibrational relaxation or internal conversion to the lowest

3In the case of LAB, the aromatic ring is a benzene ring.
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excited state, S10. Subsequently, the excited electrons de-excite to the ground state

(S10 → S0x) within a few ns, and emit scintillation photons.

In some cases, the excited electron can de-excite to one of ground states vibrational

modes without emitting any scintillation photons. This transition is known as non-

radiative de-excitation. The ratio between the radiative and non-radiative transitions

determines the fluorescence quantum efficiency of the scintillator.

The electrons can transition to the triplet excited states through ionisation and re-

combination which would produce triplets excited electrons in 75% of the cases. The

excited triplet electron de-excites to T0, the lowest triplet state. The triplet state

electrons are more stable due to the spin selection rules, and cannot de-excite to

the ground state unless stimulated externally. Therefore, the phosphorescence decay

might take up to a minute. Moreover, the excited triplet electrons can transition

to the excited singlet states, and then de-excite to the ground state and produce

fluorescence photons. This transition is known as the delayed fluorescence, identical

to the prompt fluorescence however their decay time constant is longer (∼100 ns).

The timing profile of scintillation photons has multiple decay components due to the

several different transitions involved. Massive particles such as αs generate more

delayed-fluorescence photons since they make more ionisation-recombination excited

states. This leads to a longer emission tail on their timing profile. The scintillation

timing is discussed in detail in 5.4.4.

The scintillation light can be suppressed due to high ionization density along the

particle’s trajectory. This phenomena is known as quenching and can be described

through Birks’ law:
dL

dx
= S0

dE/dx

1 + kBdE/dx
(2.3)

where L is the light yield, x represents the particle’s path, S is the scintillation ef-

ficiency, E is the energy, and KB is Birks’ constant which depends on type of the

particle. The heavy ionizing particles experience higher quenching, and therefore have
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greater Birks’ constants.

One of the important characteristics of scintillators is their significant Stokes shift.

Stokes shift is the difference between the emission and absorption spectra in a mate-

rial. In order to avoid self-absorption, the energy of the emitted scintillation photon

must be too low to re-excite the π electrons. In the case of an organic liquid scintilla-

tor, the Stokes shift is conformed by the vibrational modes . As it is demonstrated in

figure 2.7, the absorbed photons have the minimum energy of S10−S00, the difference

between the lowest excited state and the ground state, whereas the emitted photons

have the maximum energy of S10 − S00.

Fluor

Performance of the scintillator can be improved by adding dopants, known as fluor

in concentrations of g/L. The excited scintillator molecule most likely encounters a

dopant molecule, and transfer the excitation before it has a chance to fluorescence.

The dopants are usually chosen to have a different emission spectrum than the scin-

tillator, therefore they can improve the Stokes shift and reduce the self-absorption.

Furthermore, the dopant might have a better net fluorescence quantum efficiency

than the primary scintillator, taking into account the transferring efficiency.

As discussed previously LAB is chosen as the SNO+ primary scintillator. SNO+

utilizes 2,5-Diphenyloxazole (PPO) as the primary fluor in expected concentration of

2g/L. The excited LAB molecules transfer their excitation non-radiatively to PPO

before they scintillate. The emission and absorption spectra for the PPO is shown in

figure 2.8.

Furthermore, 1,4-bis(2-methylstyryl) benzene known as bisMSB will be added to the

liquid scintillator to improve the light yield in Te-loaded phase [73]. This secondary

fluor will be added in concentration of about 15 mg/L, and can enhance the Stokes

shift, and furthermore act as a wavelength shifter, improving the overlap between

the emission spectrum and the desirable optical range of PMTs, demonstrated in
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Figure 2.8: The absorption and Emission spectra for various components in the SNO+
scintillator cocktail. The right y axis shows the absorption constant for dashed lines in
units of mm−1. Furthermore, the black dashed line shows the R1408 PMTs detection
efficiency, scaled down by the factor ×10 to fit on the graph, taken from [74].

figure 2.8.

Figure 2.8 also shows the absorption length for various components in the scintil-

lator cocktail. The attenuation length of LAB is on the order of 10m [75], whereas

UPW has a much higher attenuation length of 100m in the optical range. Chapter 6

discusses a method that is used to determine the effective attenuation length of the

detector in scintillator phase using tagged 214Po events.
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2.5 Calibration

A proper understanding of the light production, propagation, and detection is nec-

essary in order to understand the response of the detector to neutrinos, muons and

radioactive backgrounds. SNO+ uses a detailed Monte Carlo (MC) modeling of the

detector along with extensive optical and energy calibration data to achieve this goal.

Furthermore, the PMT hit patterns in time and space are utilized to reconstruct the

event position and time vertex. The SNO+ reconstruction algorithm is discussed in

detail in section 3.3. This section focuses on the optical and the radioactive calibra-

tion sources, and furthermore describes the calibration hardware in SNO+. Moreover,

SNO+ performs electronic calibration frequently which is not discussed in this sec-

tion. The electronic calibration is used to understand the time and charge response

of each channel using forced firing and forced global triggering.

The calibration data was used for two main purposes; i) to determine the free pa-

rameters in the detector models, and ii) furthermore to verify the reconstruction

algorithms and determine the associated systematic uncertainties. The following are

some of the main quantities that are measured or constrained using the calibration

data:

• The light yield: the number of scintillation photons emitted for various par-

ticles with different energies. Understanding the light yield is crucial for energy

reconstruction. Studying light yield is also necessary to model the scintillation

mechanism, to determine the Birks’ constants, and understand the quenching

in scintillator.

• Emission timing of scintillator: understanding the time response of the

scintillator is important for reconstruction. The calibration data was used to

characterize the emission timing and determine the scintillation decay constants.

Furthermore, the timing profile can be used for particle identification as the
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shape of the signal depends on the particle type.

• The optics: understanding the detector’s optics is crucial. The optical proper-

ties of the detector is incorporated in RAT, and the absorption length, scattering,

and the refractive properties of different components of the detector is deter-

mined for various wavelengths [76]. The optical calibration sources are discussed

in 2.5.1.

• Detector collection efficiency: in order to determine the probability of de-

tecting a single photon of a given wavelength in SNO+, the collection efficiency

needs to be determined through the detector model. The global collection effi-

ciency depends on the quantum efficiency of the PMTs as well as the channel

efficiencies due to the discriminator threshold on FEC.

• PMTs timing offsets: there is an offset of each PMT time due to the cable

delay. This time offset needs to be determined and corrected for each channel.

In addition, the discriminator crossing time in FEC is charge dependent, which

needs to be well calibrated.

• PMT angular response and the concentrators reflectivity: the proba-

bility of a PMT getting hit is a function of the photons incident angle. This

dependency is incorporated in the optics model, and was measured using the

optical sources. Furthermore, the reflectivity of the PMT concentrators can be

degraded over time. The reflectivity is measured and monitored through in-situ

measurements in SNO+ [77, 76].

• Reconstructions: the calibration data were used to verify the reconstruction

algorithm, and furthermore determine the associated resolutions and systematic

uncertainties.
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2.5.1 Optical Calibration

The optical calibration sources are used two main analyses: i) understanding the op-

tical properties of the detector, and ii) determining the timing offset on the PMTs.

SNO+ utilises two main optical calibration sources to model the optics of the detec-

tor. The laserball is deployed into the detector volume, whereas ELLIE (External

LED/Laser Light Injection Entity) consists of optical fibres that are mounted on

PSUP.

Laserball

The laserball is a light diffusing quartz sphere with a diameter of 10.9cm which

contains a 50µm hollow glass beads suspended in soft silicone gel [78, 79]. The laser

is produced by a nitrogen laser on SNO+ deck and transferred down to the sphere

through an optical fibre. The light is reflected and scattered inside the sphere through

the beads, and eventually comes out isotropically. The 337 nm laser can be shifted to

five wavelengths of 369, 385, 420, 505 and 619 nm, using the laser dyes. The laserball

system is inherited from SNO, and upgraded to meet the cleanliness requirements for

scintillator phase. The laserball can be deployed into the detector volume as well as

the volume between the PSUP and the AV (external). A complete set of laserball

scan was performed during the water phase, and the data were used to calibrate

the optical model; determine wave-length dependent attenuation and understand the

PMTs angular responses [76].

ELLIE

The Embedded LED/Laser Light Injection Entity (ELLIE) is a system designed for

SNO+ to allow optical calibration of the detector without the contamination risk

of deploying a source in scintillator. The system consists of a set of optical fibres

mounted on the PSUP, and can shine light across the detector, demonstrated in

figure 2.9. ELLIE consists of 3 modules for different calibration purposes.
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• TELLIE: the module for timing calibration which consists of 92 fibres and LED

drivers. This module can asynchronously trigger the detector, and the data can

be used to calibrate the timing offset of the PMTs.

• SMELLIE: the scattering module which consists of 15 fibres that transfer the

laser at 5 different wavelengths and shine across the detector. The data were

used to determine the Rayleigh scattering length for different wavelengths.

• AMELLIE: the module to measure the attenuation for different wavelengths.

Figure 2.9: An overview of ELLIE system, taken from [80]

2.5.2 Radioactive Sources

In addition to the optical calibration, the radioactive sources can be deployed inside

the detector to calibrate the detector response to primary particle interactions with
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Isotope/source Particle Energy [MeV] Calibration goal

16N (tagged source)
β (tagging)

γ

6.1 MeV (66%)

7.1 MeV (6%)

Primary source in water,

external source in LS,

energy and reconstruction

AmBe n, γ 2.2 + 4.4 MeV

Neutron capture response (water),

external source in LS,

Light yield and energy & reconstruction

8Li optical photons ———————- Cherenkov Light

46Sc* γ (×2) 1.1 + 1.3 MeV Energy scale & reconstruction

57Co* γ 0.14 MeV Energy & reconstruction

48Sc* γ (×3) 1.0 + 1.1 + 1.3 MeV Energy scale & reconstruction

Table 2.1: Radioactive sources in SNO+. The sources marked with * are in preparation for
scintillator phase. The plus signs indicate the coincident signals [58].

different energies. The calibration data can be used to obtain the energy scale, the

systematic uncertainties and offset values associated with the reconstructed position

and energy, and the resolutions. Table 2.1 shows the main radioactive sources in

SNO+. 48Sc, 137Cs and 57Co are three γ sources in preparation [58]. They are

designed to calibrate the energy scale in scintillator phase. While some sources are

being commissioned, the calibration data from the 16N and AmBe source are used for

several analyses discussed in the following chapters.

16N Source

Inherited from SNO, the 16N source was the main energy calibration source in wa-

ter phase in SNO+ [81]. The 16N undergoes β-decay and produce an excited 16O∗.

The β particle is captured within the decay chamber, and used to tag the calibra-

tion events. The excited 16O nuclei de-excites by emitting a 6.1 MeV (7.12 MeV)

γ with the branching ratio of 66.2% (5%). The 16N water data were used to verify

the reconstruction algorithms and determine the associated uncertainties and resolu-

tions [82, 83, 84]. Furthermore, the 16N data were used to verify the optics.

The 16N hardware design does not meet the radio-purity requirements to be de-
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ployed into the scintillator volume, however the source has been deployed externally

throughout the scintillator filling process, and the tagged data were used for various

scintillator analysis such as light yield studies, reconstruction verification, and scin-

tillation timing studies. Chapter 5 describes the 16N source in detail, and discusses

my calibration analyses.

AmBe Source

Inherited from SNO, SNO+ has used Americium beryllium (AmBe) calibration source

for energy calibration in water phase and scintillator phase [85]. The source is a mix-

ture of powdered long-lived 241Am (τ1/2=432y) and 9Be contained within a stainless

steel capsule that can be temporarily deployed into the detector. The 241Am un-

dergoes α decay with Qα=4.9 MeV. The αs are absorbed by the 9Be nuclei with an

efficiency of ∼ 10−4 [86]. Upon capturing the α, the following interaction takes place

with branching ratio of 60%:

9Be(α, n)∗12C →12 C + γ(4.4MeV) (2.4)

The 4.4 MeV γ is the prompt signal from AmBe. The produced fast neutron ther-

malizes within ∼ 200µs in scintillator/water, and most likely would be captured by

a hydrogen nucleus, emitting a 2.2 MeV γ. The calibration events can be identified

taking advantage of the delayed coincident γ’s. Furthermore, the coincident γ’s make

a similar signal as the antineutrino signal, hence the AmBe data were used to deter-

mine the detection efficiency of the neutron, and the neutron capture time constant

in water [87].

The source capsule is not upgraded to be deployed into the scintillator volume, how-

ever AmBe has been deployed externally into the volume between the PSUP and the

AV several times [88]. Along with the 16N calibration data, the AmBe data were

used to study scintillators energy response, to model the light yield, and estimate the

Birks’ parameters in scintillator.
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2.5.3 Calibration Hardware

The calibration hardware consists of different mechanisms and tools that enable

deploying, and safely positioning the source in the detector. Figure 2.10 gives an

overview of the SNO+ calibration hardware. The following describes the main com-

ponents of calibration hardware.

Universal Interface

Universal interface (UI) is an air-tight stainless steel structure that sits on top of

the neck inside SNO+ deck clean room (DCR), and hosts 3 gate valves, the pipes

which transfer liquids, 4 motor boxes shown in figure 2.10, the glove ports, and the

neck PMTs. Figure 2.11a shows an overview of UI without the motor boxes. The

deployed sources are lowered through one of the gate-valves on the UI inside the

detector volume.

URM

Umbilical retrieval mechanism consists of a set of pulleys, a load cell, a motor and a

gas connection. URM enables deploying and moving the source. Prior to lowering the

source, the URM source tube is connected to one of the gate valves. The load on the

source is constantly monitored using the load cell. In addition, the source umbilical

runs through the URM down to the source. The source umbilical is a Tygothane tube

filled with a silicon gel that contains 4 wires, a coaxial cable, and optical fibre [58].

In order to meet the radio-purity requirements and mitigate radon ingress in scintil-

lator, a new cover-gas system is being designed for the scintillator URMs.

The side ropes and motor boxes

The source is moved through the rope system shown in figure 2.10. The ropes are

manipulated through 4 motor boxes on top of the UI. Furthermore, there is a set of

side ropes that enables moving the source off the vertical axis in the detector. The
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load on the ropes are monitored through the load-cells.

Guide Tubes

There source can be deployed vertically into the volume between the AV and PSUP

through the guide tubes. There are 6 guide tubes on the SNO+ deck as shown in

figure 2.11c.

MANIP

MANIP is the calibration software used by the calibration operator to control the

motors, and move the source around the detector. Furthermore, the source position

and the loads can be monitored through MANIP. The system needs to be sanity checked

and calibrated prior to deploying a source.

2.6 RAT Simulation

SNO+ uses a simulation and analysis package called RAT (Reactor Analysis Tools)

originally written for Braidwood collaboration. RAT contains Geant4 toolkit which

is utilised to simulate the detector in detail taking into account the detector’s ge-

ometry, electronics, optics, the physics of scintillation and Cherenkov radiation, and

the relevant electroweak and hadronic physics in MeV scale. The optics model and

the reconstruction algorithms are calibrated and verified using calibration sources.

A run-by-run RAT simulation enables meaningful comparison between the data and

the models by taking into account the detail information of the detector state such

as the on-line channels/crates, the triggering conditions, the AV offset and the LAB

interface level. RAT uses ROOT as the main data analysis package, which is a C++

object-oriented software developed by CERN [90]. The processed (generated) data

(MC) were written to disk as ROOT files for physics analysis.
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Figure 2.10: The diagram shows part of the SNO+ calibration hardware used to deploy the
calibration source through the UI (top left) and moce the source across the detector using
the side rope system and the motor boxes shown on the upper right. The decay chamber is
shown in bottom right and one of the guide tubes (4) is highlighted and shown in red.
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6

(a) Overview of the SNO+ UI; 1) Glove ports. 2) The lower UI. 3) The upper UI. 4)The pipes that
transfer the liquid in and out of the AV. 5) The Sliding floor. 6) one of the gate valves. Figure is
taken from [89].

(b) SNO+ UI.

(c) The top view of 6 guide tubes in SNO+ Deck Clean Room (DCR).

Figure 2.11
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Chapter 3: Event Reconstruction in SNO+

3.1 Introduction

Event reconstruction is a process of inferring the key physics parameters from the raw

read outs in every event in the detector. SNO+ uses a set of reconstruction algorithms

known as scintFitter in scintillator phase, and waterFitter in water phase1. The

basis of both algorithms is very similar as they both use the PMT hit times/patterns

within an event to estimate the time, position, energy, and the direction. This chapter

describes various types of expected events in SNO+, discusses the reconstruction al-

gorithms, and furthermore introduces a set of timing and topological event classifiers.

This chapter is mostly a description of other’s work [91, 92, 93], however, crucial to

discuss since the reconstructed vertex and time residuals are often used throughout

the analyses in chapters 5 and 6, and the timing and angular classifiers are used as

the basis of some analysis in chapter 7.

3.2 Events in SNO+

The passage of charged particles through water or the scintillator cocktail can pro-

duce both Cherenkov and scintillation photons. However, the number of Cherenkov

photons is much less (< 3%) than scintillation photons. The events generating light

in the detector can be divided into the following categories:

1In addition, partialFitter was developed to reconstruct the event’s vertex in partial-fill period, taking
into account the optics and the geometry of water and scintillator in the AV.
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Electrons (β−)

Fast electrons generate photons in scintillator through I) the scintillation mechanism,

and II) through Cherenkov radiation, both discussed in section 2.4, however the scin-

tillation signal is dominant. In addition, electrons with kinetic energies greater than

0.78 MeV can potentially generate Cherenkov photons in water. The fast electrons

are produced through various interactions such as single β decays of radioisotopes in

the detector, the 2νββ decays, the 0νββ decays, and the neutrino interactions such

as ES.

α particles

α particles are mainly emitted through α decays of various radioactive nuclei (e.g.

210Po) in the detector, and via the same mechanisms as the electrons, they can gen-

erate photons in scintillator. However their energy loss per unit length (dE
dx
) is much

higher than electrons. The higher ionisation density for αs leads to smaller scintilla-

tion light compared to an electron with the same kinetic energy, in other words the

scintillation light is quenched down for α particles. The quenching can be charac-

terised through Birks’ equation (see equation 2.3), discussed in section 2.4. In addi-

tion, the higher ionisation density affects the emission time for αs, which provides a

basis for pulse shape discrimination between αs and βs [94].

γ particles

γ particles cannot produce light directly since they are neutral. However, they pro-

duce light through making secondary fast electrons as they undergo Compton scat-

tering and pair production in scintillator and water. Unlike electrons and αs, γ’s

have much longer mean free path in the detection medium (∼30cm in scintillator),

and most likely go through multiple Compton scatterings. The longer mean free path

leads to a more smeared emission time for γ’s, demonstrated in section 5.5. The main

sources of γ’s in the detector are the γ emitter nuclei in the external components of
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the detector (e.g. ropes).

Neutrons

Free neutrons are mainly produced through cosmic muon spallations discussed in

section 4.7, inverse beta decays, and α-n interactions discussed in section 4.6. Free

neutrons scatter off protons as they slow down, causing the protons to produce scin-

tillation light. Once cooled down, the neutron most likely captures on a hydrogen

nucleus, which de-excites and and emits a 2.2 MeV γ.

Muons (µ−)

SNO+ expects about 3 muons per hour in within the PSUP volume [95]. Most of the

muons enter from one side of the detector, deposit part of their energy along their

trajectory, produce a large number of photons, and exit from the other side. They

can activate the nuclei along their path and produce cosmogenic backgrounds. There

are a set of outward looking PMTs that can be used to identify and veto the muons.

Positrons (β+)

Positrons generate scintillation light in the detector in the same way as electrons.

However, at end of their trajectory, they annihilate and produce two γ’s. As a result,

the total deposited energy of a positron is a bout 1 MeV higher compared to an

electron with the same kinetic energy.

3.3 Reconstruction

The reconstruction algorithms calculate the time, position, and the energy of an event

assuming that they are fast electrons. As demonstrated earlier, electrons deposit all

their energy within a few millimeters in the detector, therefore thy can be assumed

as point-like photon sources. The energy is determined through the number of hit

(fired) PMTs within an event, known as Nhits. Higher energy particles generate more
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photons in the detector, and therefore fire more PMTs. The energy reconstruction

is discussed in section 3.4. The time, position, and direction (water) of events are

reconstructed based upon the fired PMT hit times along with the PMT positions,

discussed below.

3.3.1 Hit Time Residuals

Hit time residuals provide the key distribution to reconstruct the position and the

time of an event. For a given event and associated fired PMTs, time residuals can be

written as follows:

tires(r⃗evt, tevt) = tiPMT − tit.o.f − tevt (3.1)

where tiPMT is the hit time of the ith PMT, r⃗evt is a vector pointing to the position

of the event, tt.o.f is the time of flight, the time that takes for a photon to travel

from the event position to the ith PMT, and tevt is the time of the event. The time

of flight is calculated for a given PMT assuming a straight line for light through

different mediums. The light path is determined using LightPathCalculator, which

is a function in a class implemented in RAT. Having the paths and the effective speeds

of photons in each medium, time of flight in water/scintillator can be obtained as

follows:

tt.o.f =
dw/s

ceffw/s

+
dav

ceffav

+
dexw

ceffexw

(3.2)

where di and ceffi are the light path and the effective speed of photons in medium

i2respectively. The hit time residuals is a rough estimate of the photons emission

time.

3.3.2 Position and Time Reconstruction

The position of the events is expressed in the AV coordinate system in which the

center of the AV is the origin. The reconstruction algorithms are developed by P.

2w/s stands for water/scintillator, and exw stands for the external water.
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Jones, I. Coulter, and many others [91, 92]. The method works as a two step process;

I) QuadFitter gives a rough estimate of event vertex (position and time), and II) the

results from QuadFitter is used as a seed for a likelihood fit through which the event

vertex is obtained. For a point-like instantaneous event in an isotropic detector the

event vertex can be obtained from 4 PMT hits, as shown in equation 3.3.

|r⃗pmt − r⃗evt| = c(tpmt − tevt) (3.3)

4 PMT hits provide 4 equations, which are sufficient to estimate 4 unknowns, xevt,

yevt, zevt, tevt. QuadFitter uses several sets of 4 PMTs, and calculates a set of event

vertices, and then selects the median as the final estimate of event vertex to pass

onto the PositionTimeLikelihood. Furthermore, PositionTimeLikelihoodmodels

the hit time residual distribution using the results from QuadFitter, correcting for

different light speeds in different mediums, and also taking into account the modelled

emission time PDF for scintillator/water. The best fit vertex is obtained to maximise

the agreement with this distribution through the method of maximum likelihood.

The log-likelihood can be written as:

logL(r⃗evt, tevt|hir⃗,t) =
Nhits∑
i=0

log p(tires(r⃗evt, tevt)) (3.4)

where p(tres) is the PDF of the expected time residuals, and the most probable r⃗evt and

tevt would maximise the likelihood. The fits that do not converge are flagged as invalid

with Fitter==false. The shape of the time residuals distribution depends on the

vertex resolution, and the light path in the detector. For instance, figure 3.1 shows

simulated time residuals distribution for different reconstructed radii ranges. The

events are simulated for a 2.5 MeV electrons in 2 g/L PPO scintillator. The photons

are more likely to take straight paths further from the center of the detector, in other

words less likely to get scattered or absorbed. This explains the more strongly peaked

time residuals at the higher radii up until R ∼5 m. As it can be seen, the distribution
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becomes more smeared beyond 5 m, which can be explained by the dominant internal

reflection off the boundary between the acrylic and water.

Figure 3.1: The simulated time residuals of a 2.5 MeV electron in liquid scintillator for
different reconstructed radius.

3.3.3 Direction Reconstruction

Direction of an event is described in form of a normalized vector d⃗ satisfying the

following equation:

cos θ = d⃗.(r⃗pmt − ⃗revt) (3.5)

where cos θ is the Cherenkov angle, the angle between event’s direction and the trig-

gered PMT, demonstrated in figure 3.2 (right). cos θ as a distribution would peak

around 41.4◦ in water. The direction is obtained by fitting cos θ distribution with

a PDF for Cherenkov angles distribution demonstrated in figure 3.2. Furthermore,

Cherenkov cone can be generated in scintillator cocktails. There has been successful

studies demonstrating the possibility of separating Cherenkov signal from scintillation

signal for low PPO concentration scintillator cocktails by looking at the very early

PMT hits [96, 97, 98, 99]. In addition, the Cherenkov signal is identified in liquid
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Figure 3.2: Left : The PDF used to determine the event direction in water through likelihood
fit, taken from [74]. Right : The Cherenkov angle.

scintillator using 16N calibration data, which is discussed in section 5.4.5 [99].

3.4 Energy and Light Yield

Energy reconstruction in SNO+ is carried out through scintFitter/waterFitter,

assuming that the light is generated by 3 MeV electrons. The deposited energy in

the detector is proportional to the (quenched) number of generated photons (Np.e. ∝

EQ
dep). The number of collected photons are not the same as the number of generated

photons, however they can be linked through Poisson statistics as follows:

Ndetected ∼ Poi(Np.e.) (3.6)

For a large number of photons, the number of detected photons can be assumed as

a Gaussian distribution with the width of σ/E = 1/
√
Np.e.(E). This would enforce

a lower limit on the achievable energy resolution regardless of the reconstruction

algorithm, known as the Poisson limit. SNO+ expects about 1000 p.e. around 130Te

Q value in scintillator, which would give a Poisson limit of ∼3% (∼70keV) [100].

In practice SNO+ measures the number of fired PMTs (Nhits), not the number of

collected photons, Np.e.. The photons can get lost due to the pile-up of multiple hits

on a single PMT, which leads to a relatively smaller Nhits. The multi-hit corrections
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is modeled by J. Dungar [93]. Furthermore, Nhits can be suppressed due to other

factors such as the absorption, PMT angular response, and PMT coverage, which

are carried out in scintFitter/waterFitter reconstruction algorithms. Finally the

energy reconstruction algorithm is verified using calibration sources such as 16N, and

the energy resolution and the associated uncertainties are determined, discussed in

chapter 5.

3.5 Event Classifiers

A set of timing and topological event classifiers are developed that can be utilized

to distinguish the signal of interest from the backgrounds, and reject the background

events. The following section describes some of these classifiers that are frequently

used in my analyses in the following chapters.

3.5.1 ITR

In Time Ratio (ITR) is a timing classifier which shows the ratio between the number

of prompt hits and the total number of hits (Nhits).

ITR =
Nhits(−2.5ns, 5ns)

Nhits
(3.7)

The prompt Nhits are defined as the number of fired PMTs within the time residuals

window of (-2.5, 5)ns. As discussed before, Cherenkov signal is a relatively sharp and

peaked signal, in other words, most of the hits take place within the prompt window,

therefore has ITR values closer to 1. The ITR classifier can be used to distinguish valid

water events from the instrumental background in water phase. Furthermore, since

the scintillator emission time is smeared out over a longer time span, ITR classifier

can assist discriminating scintillator-like events from water-like events in partial-fill

phase.
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3.5.2 β14

The PMT hits patterns can be characterized through distributions based upon θij,

the angles between the fired PMTs. The simplest angular classifier that SNO+ uses

is the average of the angles between PMT hits within one event, defined as follows:

〈
θij
〉
=

2

N(N − 1)

[N−1∑
i=1

N∑
j=i+1

θij

]
(3.8)

This classifier has been used to separate the external γ’s from the signal in the SNO

analyses [101, 102]. Furthermore, another topological classifier was developed based

on spherical harmonics, known as β14. Any distribution of PMT hits on a surface of

a sphere can be written as a linear combination of orthogonal harmonic oscillators as

follows:

f(θ, ϕ) =
∞∑
l=0

l∑
m=−l

αlmY
∗
lm(θ, ϕ) (3.9)

where the orthonormality of Ylm(θ, ϕ) dictates:

αlm =

∫
f(θ, ϕ)Ylm(θ, ϕ)dΩ (3.10)

In other words, the expansion parameter (αlm is the average value of Ylm over the

distribution f(θ, ϕ). In the case of PMT hits, equation 3.10 can be written as a sum

over N individual hits.

αlm =
1

N

N∑
i=1

Ylm(θi, ϕi) (3.11)

A class of rotational invariants can be defined as:

βl =
∑
m

∣∣αlm

∣∣2 (3.12)

Using the spherical harmonic addition theorem, these invariants can be written in

terms of θij, the angles between PMT hits. Furthermore, corrections can be applied

to avoid double summation, and also exclude the angles between the hit PMT and
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itself. The final form of βl can be written as:

βl =
2

N(N − 1)

[N−1∑
i=1

N∑
j=i+1

Pl(cos θij)
]

(3.13)

where Pl(x) represents Legendre polynomials. As it can be seen β1 is closely related

to
〈
θij
〉
. A set of analysis was done through various linear combinations of βls,

and it was demonstrated that β14 = β1 + 4β4 gives the best separation between the

neutral current events (NC) and charge current events (CC) in SNO [102]. Unlike the

Cherenkov signal in water, the generated scintillation light is isotropic which would

lead into β14 ∼ 0, therefore β14 can be used to distinguish the water events from

scintillator events in partial fill, as demonstrated in chapter 5.

3.5.3 External Timing Classifiers

As described previously, the position reconstruction algorithm treats every event as

an electron with a single vertex. Furthermore, the fitted vertex is used to deter-

mine the hit time residuals. However, as demonstrated in section 3.2, γ’s can deposit

their energy over a longer trajectory in scintillator (∼ 30cm), and most likely go

through multiple Compton scatterings. Figure 3.3 shows the track length for a simu-

lated 1 MeV electron versus γ’s on the left, and the associated time residuals on the

right [100].
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Figure 3.3: The track length of an electron and γ’s from MC simulation on the left, and
the associated time residuals along with the time residuals from 0νββ decay shown on the
right [100]. As it can be seen the time residuals from 0νββ and e are very similar.

The spread out energy deposition of γ’s leads to the broader time residuals, which

is the basis of developing timing classifiers for identifying and rejecting external γ’s.

Aside from broadening of the time residuals distribution, more early PMT hits are

expected for γ’s since they are reconstructed far away from their first Compton scat-

tering. The timing classifiers use the hit time residuals to assign a discriminant value

(D) to every event. The discriminant is defined as follows:

D = w⃗.T⃗ (3.14)

where T⃗ is the vector consists of bin contents from time residuals, and w⃗ is the weight

vector assign to every bin. w⃗ can be determined from MC simulations for different

signals. The weights can be obtained from:

wi = log
(µsig

µi
bg

)
(3.15)

where wi is the weight assigned to the ith bin, µi
sig/µ

i
bg are the probability of a PMT

hit in the ith bin of time residuals of the signal and the background respectively.
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Therefore the discriminant can be written as a log-likelihood ratio as follows:

D =

Nbins∑
i=0

log
µi
sig

µi
bg

(3.16)

A set of timing classifiers is developed, re-coordinated, and the weights are obtained

for 0νββ signal versus different external γ sources.

For instance, ext0NuTimeTl208AVNaive is one of the timing classifiers optimized for

208Tl external γ’s from the AV versus the 0ν signal, which is used frequently in my

analysis in chapter 7.

3.5.4 External Topological Classifiers

Aside from the timing classifiers, the PMT hits patterns (topology) of the external γ’s

are different from electron-like events from the 0ν or the solar ν signals, and therefore

are used to develop a set of classifiers. The external γ’s reaching the the scintillator

volume are most likely travelling towards the center of the AV. That being the case,

PMTs that most likely to fire earlier are the ones along the vector pointing to the

reconstructed position from the center of the AV. The angular distribution (cos θ) of

the early PMT hits from simulated external 208Tl γ’s is shown in figure 3.4 along with

simulated 0νββ signal. The PMT hits with time residuals within -2 ns and 20 ns are

selected as the early hits, and cos θ is defined as the angle between the PMT vector,

averaged over the prompt fired PMTs position vectors, and the reconstructed position

vector. As it can be seen, the early hits from the external sources are significantly

peaked towards cos θ ∼ 1, whereas the angular distribution from 0νββ is relatively

flat with a gentle negative slope which is due to optical effects. The topological

classifiers have the same form as the timing classifiers, however, the cos θ is the key

distribution instead of the hit time residuals. Therefore, a topological discriminant

value can be defined in form of a log-likelihood as follows:

D = w⃗θ.Θ⃗ =

Nbins∑
i=0

log
(λisig
λibg

)
(3.17)
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Figure 3.4: cos θ distribution of early PMT hits from simulated external γ’s in scintillator
along with the distribution from simulated 0ν signal, taken from [100].

where Θ⃗ is the vector that consists of the bin contents of cos θ hit distribution, and w⃗θ

is the associated topological weight vector that can be obtained from MC for different

signals. λisig/bg is the probability of a hit in the ith bin in cos θ distribution of the

signal and the background respectively. A set of topological classifiers are developed,

and the angular weights are obtained for different sources of external γ’s versus 0νββ

signal. For instance, ext0NuAngleTl208AV is one of the many topological classifiers

that is used in my analysis in chapter 7 in order to investigate the separation power

of the solar ν signal from the external γ’s.
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Chapter 4: Backgrounds in SNO+

4.1 Introduction

In SNO+ anything that triggers the detector resulting in an event that could be

mistaken as the signal is considered as a background. Searching for rare events

requires very stringent background limits in the energy region of interest of the signals.

Therefore, it is crucial to understand the nature of potential background events and

their rates, and reject or constrain them as much as possible. Furthermore, certain

background events can be used for calibration purposes, demonstrated in chapter 6.

This chapter reviews the major backgrounds in SNO+, their origin, their expected

rates, and some of the methods that can be used to constrain and reject them. Certain

background events such as 214BiPo and 208Tl are the main focus of the analyses

discussed in chapter 6 and chapter 7 respectively.

4.2 Double Beta Decay

One of the major backgrounds for 0νββ signal comes from 2νββ decays. As a con-

sequence of finite energy resolution of the detector, events from the falling tail of

2νββ decay spectrum can fall into the region of interest for the signal. The half-life

of 2νββ of 130Te is well understood by CUORE collaboration, and measured to be

[7.9 ± 0.1(stat) ± 0.2(syst)] × 1020 year [103]. The half-life of 2νββ and the shape

of the signal along with good understanding of the reconstructed energy can help to

constrain the expected number of events within the energy region of interest of 0ν

signal.
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4.3 Radioactive Backgrounds

Radioactive decays are on of the major backgrounds in SNO+. They are classified

into two categories based upon their source of origin, the internal and external. The

internal radioactive backgrounds originate inside the AV volume (R <6m), whereas

the external backgrounds are created outside of the AV volume (e.g. ropes, external

water, and the acrylic), but can propagate into the detector. Regardless of the origin,

a detailed analysis and measurement of radioactive backgrounds is crucial for an ac-

curate measurement of low energy solar neutrinos and 0νββ decay signal. The level

of background from different isotopes can be continuously monitored and measured

through in-situ measurements. Furthermore, in-situ analyses of certain radioisotopes

can be used for calibration purposes, for instance, 214Bi and 214Po events are used to

study the timing profile of scintillation throughout filling [69, 74].

The following sections reviews the major internal and external radioactive back-

grounds, and describes their origin and characteristics.

4.3.1 Internal Backgrounds

The most important radioisotope backgrounds come from the decay chain of 238U and

232Th as shown in figure 4.1. In addition, there are other radioisotopes such as 40K

and 14C that can contribute to the background.

238U decay chain

238U is a naturally occurring radioisotope with a half-life of 4.47×109 years. 238U can

produce several αs, βs, and γ’s in its decay chain as demonstrated in figure 4.1 (top).

The most problematic isotopes are the short-lived isotopes towards the end of the

decay chain. 214Bi decays by β and γ emissions with Qβ ∼ 3.27MeV which makes

them a serious background for 0νββ. The dominated decay branch of 214Bi is the

18% direct transition to the ground state of 214Po. The Polonium has a half-life of

164.3 µs and undergoes an α decay.The 7.8 MeV αs from 214Po would quench down
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to 0.75 MeV in electron equivalent energy [93], and can be backgrounds for CNO and

pep solar neutrinos. Fortunately, the delayed coincidence between 214Bi and 214Po

decays can be used to tag these events with high efficiencies. Chapter 6 describes the

tagging technique in detail.

The most significant disequilibrium in 238U chain comes from 222Rn gas which nat-

urally exists in the lab air. The average concentration of 222Rn in the lab air is

measured to be 131±6.7Bq/m3 [62]. Therefore, it is crucial to keep the detector iso-

lated from the lab air. In order to achieve that, an extensive leak checking is done on

various parts of the UI such as the gate-valves. In addition, SNO+ uses 3 radon tight

buffer bags filled with high purity nitrogen gas, known as cover gas system, described

in chapter 2. This system is designed to reduce radon contamination by a factor of

105 [55]. In addition, SNO+ utilises a radon monitoring system that is connected

to the UI. In order to determine the level of radon, the system has a proportional

counter that detects αs from 222Rn daughters such as 214Po [104]. 222Rn has a half-life

of 3.8 days, and decays via several short lived daughter nuclei to 210Pb which has a

relatively long half-life of 22.3 years. 210Pb eventually β-decays to 210Bi which decays

by β emission to 210Po. These isotopes are one of the main concerns for solar neutrino

studies. Aside from radon ingress, there is a significant 210Pb contamination (∼ 1.5

Bq/m2 in 2021) on the acrylic surface, which can leach into the liquid scintillator and

increase the background. This class of background is discussed in section 4.5.

232Th decay chain

Another class of radioisotopes comes from the decay chain of 232Th shown in figure 4.1.

The most problematic isotopes are 212Bi, 212Po, and 208Tl.
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Figure 4.1: The decay chains of 238U (top) and 232Th (bottom).

212Bi β decays with an endpoint of 2.225 MeV, followed by 212Po α decays with a

half-life of ∼0.3µs. The α decay has a Q-value of 8.95 MeV which is quenched down
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to 0.9 MeV in electron equivalent energy. The delayed coincidence tagging efficiency

of 212BiPo pairs are not as good as 214BiPo due to the branching ratio, and very short

half-life of 212Po, and therefore they can be potential backgrounds for solar neutrino

measurements and 0νββ search, however their rate is orders of magnitude lower than

214BiPo events. Furthermore, the bismuth and polonium decays can take place with-

ing a single triggering window and cause pile-up events with higher energies.

One of the other concerning radioisotopes is 208Tl which comes from α decays of 212Bi

with branching ratio of 36%. 208Tl undergoes β decay with Qβ=4.99 MeV, and pro-

duces excited states of 208Pb which decays by emitting several γ’s, and subsequently

decays to the ground state by emission of a 2.61 MeV γ [105]. These γ’s can be a

serious background for the 0νββ signal, and they are discussed in chapter 7.

40K

Potassium 40 is a naturally occurring radioisotope with a natural abundance of

0.0117%. 40K is a unique nuclide that undergoes two types of decays: I) β decays

to 40Ca with Qβ =1.31 MeV and branching ratio of 89.3%, and II) in about 11% of

events, it decays to 40Ar via electron capture, and the emission of 1.46 MeV γ.

Figure 4.2: Decay schematic of 40K, taken from [106]

The decay schematics of 40K is shown in figure 4.2. These events are backgrounds for
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pep solar neutrino measurements. The β portion of the decay can be estimated and

modeled by identifying the γ peak from the data.

Removing and Rejecting the Internal Backgrounds

The primary strategy to remove the internal radioactive background is purification of

the scintillator and Diol through the purification plants [107]. The target LAB impu-

rity levels for SNO+ are equal to those measured by Borexino [55, 108]. Aside from

purification, further data analysis techniques should be used to suppress the back-

ground. The delayed coincidence between 212/214Bi and 212/214Po is used to efficiently

tag these events. This technique is discussed in chapter 6. Furthermore, the tagged

212/214BiPo events can be used to estimate other backgrounds from 232/238Th/U decay

chain under the assumption of equilibrium within the decay chain. Moreover, the

rate of pile-up events is estimated [19], and furthermore they can be rejected using

the double pulse structure of their hit time residuals [109].

4.3.2 External Backgrounds

One class of radioactive backgrounds are created outside of the AV but can propagate

into the detector. The most concerning radioisotopes are the γ emitters such as 214Bi,

208Tl, and 40K. They emit γ’s with energies greater than 1 MeV that can penetrate

into the detection volume. These γ emitters have various sources such as the acrylic,

external water, the rope systems, the inner/outer dust on the AV, and the PMTs. The

sources of external γ’s along with their expected rates are summarized in tables 7.1

& 7.2. Figure 4.3 shows the reconstructed energy spectrum of the external γ’s from

208Tl and 214Bi in the detector for one year of data taking in Tellurium phase, the

rates are taken from [110]. The 2.61 MeV γ peak from the external 208Tl is very close

to Qββ of 130Te, and can be a serious background for 0νββ studies. Furthermore,

high rates of various γ’s from 214Bi and 40K can mask any signal at the higher radii.
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Figure 4.3: Reconstructed energy of simulated external γ’s from 208Tl and 214Bi.

Figure 4.4: Reconstructed radius of simulated external γ’s from 208Tl and 214Bi. The rates
are scaled to match the expected number of events from [110].

Rejecting the External Backgrounds

The most primary strategy to reject external γ’s is fiducialising the inner regions

of the detector. However, optimizing the fiducial volume is a compromise between

sacrificing data and rejecting the background [92]. Figure 4.4 shows the rate of these

γ’s within a year of data taking versus the reconstructed radius from a set of sim-
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ulated data. Despite of fiducialising, a small fraction of the γ’s can travel far into

the center of detector, as it can be seen from figure 4.4. The time residuals of these

events are more smeared due to multiple Compton scatterings, which can be used

to discriminate them from the internal α/β decays. As described in section 3.5, a

set of timing and topological classifiers are developed and optimised. The efficiency

of some of these classifiers are investigated in chapter 7. Furthermore, the rate of

external γ’s from the AV, external water, and hold-down ropes are measured through

two independent analyses during the water phase [82, 74].

Furthermore, SNO+ uses different assay techniques such as HTiO technique to mea-

sure 238U and 232Th daughters such as 226/224Ra in external water, and study the

disequilibrium within the decay chain [111, 112].

4.4 Pile-up Events

A pile-up event occurs when two or more decays take place within a single trigger

time window (∼ 400ns). The detector would register the pile-up events as a single

event with the energy equal to the sum of the pile-up events energies. Therefore, low

energy events can pile up, and fall into the energy region of interest of the signal.

The probability of such events can be described by Poisson statistics as follows:

NPU = NANBe
−NB (4.1)

where NPU , NA, and NB are the number of pile-up events, the number of events from

source A, and the number of events from source B within the same triggering window,

respectively. As it can be seen from equation 4.1, the pile-up become concerning when

the rates of the contributing events are high, on the order of a few hundred Hz. 14C,

210Po, 210Bi, and 2νββ decays are some of the signals that can potentially pile-up due

to their high rates. Fortunately, the timing of the pile-up events is distorted, and is

used to identify and reject them [19].
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4.5 Surface Contamination and Leaching of 222Rn Progeny

During transitioning from SNO to SNO+ the detector was empty and exposed to the

lab air. As a result some level of 222Rn has diffused into the acrylic surface. 222Rn

eventually decays into 210Pb which has a relatively longer half-life of 22.3 years [113],

and can build up on the acrylic surface. Therefore, 210Pb is out of equilibrium with its

parents isotopes in the decay chain, however it can be considered in equilibrium with

its daughters. As shown in figure 4.1, 210Pb decays to 210Bi with Qβ ∼ 0.06 MeV.

Subsequently, 210Bi β-decays to 210Po with end point of 1.6 MeV that can be a direct

background for CNO and pep solar neutrinos. Moreover, 210Po is a source of 5.3 MeV

αs. The quenched α peak in scintillator found to appear at about 0.4 MeV in electron

equivalent energy [114]. In addition, α-particles can go through (α, n) interactions and

produce free neutrons. These interactions are discussed in the next section. In order

to determine the surface activity of 222Rn daughters, several in-situ measurements

have been performed on different spots of the AV [115, 116], and the average surface

activity found to be 2.4± 0.8Bq/m2 in 2013. This is a bigger concern since the radon

progeny can leach into the detection volume (e.g. liquid scintillator) and increase

the background level and suppress the fiducial volume. Figure 4.5 demonstrates the

leaching mechanism of the 222Rn progeny. As part of my M.Sc. research I have

developed a model that can be used to determine the surface activities over time, and

furthermore estimate the level of backgrounds from the leaching process [117]. The

model is described in Appendix B.

Furthermore, the rates of 210Bi and 210Po are relatively higher, O(100)Hz [110], and

they make the major portion of the events below 1 MeV in scintillator. These events

can pile-up within the triggering time window and fall into the energy region of

interests for 0νββ signal. The probability of pile-up of the surface events with 16N

calibration data was discussed in section 5.4.3.
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Figure 4.5: Figure demonstrates acrylic surface contamination of 222Rn progeny and the
leaching process. A set of differential equation was used as a basis of a model to estimate
the rate of each isotope over time.

4.6 α-n Interactions

The α-n interaction occur when a high energy α particle get absorbed by a nucleus,

causing the nucleus to emit a neutron. The most dominant source of high energy αs

in the detector is the surface 210Po. In addition, other isotopes of polonium are also

α emitters such as 214Po and 212Po. Such events can make three different scintillation

signals: I) the α can produce quenched scintillation light, II) the fast neutron can

scatter off protons while thermalizing and cause the protons to make scintillation

light, and III) the neutron eventually captures on a nucleus once thermalized, and

possibly causes the nucleus to emit γ’s. The most common neutron absorber in the

detector is hydrogen, and once captured a neutron would emit a 2.2 MeV γ. This

signal can be reconstructed close to the energy region of interest for 0νββ. In addition,

the delayed neutron capture signals can form serious backgrounds for anti-neutrino

studies since they have the same characteristics.

The rate of such events is estimated based upon leaching models. Furthermore, the

fast neutron has a thermalisation time of ∼220 µs, and average path length of 49 cm in
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scintillator [55]. Therefore, the α-n events can be tagged through delayed coincidence

tagging.

4.7 Cosmogenics

Cosmic rays have the potential to interact with stable elements in scintillator or on

Tellurium, and produce radioisotopes that do not naturally exist in the detector. The

most concerning isotopes that can be produced through muon interactions in scintil-

lator are as follow; 16N (τ1/2 =7.13 s), 11C (20 min), 10C (19.3 s), 11Be (13.8 s), and

7Be (53.3 days) [110]. Fortunately, less than 3 cosmic muons per hour are expected

in the detector at the depth of SNOLAB. Furthermore, removing the events within

a few minute time window of a muon event can reject most of these decays except

for 7Be. Additionally, position cuts along the muon trajectory can effectively reject

these events. However, the bigger concern is the cosmogenic isotopes produced during

manufacturing, transportation, and storage on surface. The rate of the cosmogenic

isotopes can be estimated based upon the exposure time of LAB or Tellurium on

surface. It is estimated that it takes about 3.4 years for 7Be to reach equilibrium with

underground production rate [110].

Furthermore, 130Te is a concerning target for production of long-lived cosmogenic ra-

dioisotopes. V. Lozza and J. Petzoldta have studied the rate of cosmogenic isotopes

produced by spallation of cosmic rays on 130Te [118]. The primary strategy is remov-

ing these isotopes through Tellurium purification process. More concerning isotopes

are the ones with a half-life comparable with the run time of the experiment, O(1

year). The most worrisome isotopes are 110Ag, 56/58/60Co, 22Na, 102/106Rh, 124/126Sb,

106Rh, 44/46Sc, 42K, and 88/90Y.

14C

14C is a radioisotope produced through cosmogenic activation of 14N, and is naturally

present in liquid scintillator. 14C has a Qβ = 0.16MeV, and half-life of 5730 years.
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We expect a 12C/14C ratio of the order of magnitude of ∼ 10−18, consistent with what

Borexino has measured in their test facility [119]. This abundance would translate

to a decay rate of about a few hundred Hz in scintillator. The amount of cosmogenic

14C produced throughout transportation and storage is negligible in comparison. 14C

can be a potential background for low energy pp solar neutrinos, and furthermore

can contribute to the pile-up due to the high rate. Moreover, the endpoint of 14C

energy spectrum can be characterised, and used for calibration purposes at lower en-

ergies [120].

4.8 Summary

This chapter reviews the most concerning backgrounds for SNO+, their nature, their

expected rates, and some of the techniques that can be used to remove or identify and

reject the background events. The target levels of backgrounds can be found in [110].

It is noteworthy that one class of backgrounds known as the instrumental backgrounds

produced by the electronic system is not discussed in this chapter. This chapter is a

prerequisite for my background analyses discussed in chapter 6 and chapter 7.

70



Chapter 5: SNO+ Calibration with 16N Source

5.1 Introduction

In order to understand the response of the detector to different types of events, SNO+

uses MC modelings of the detector along with an extensive optical and energy cali-

bration program. Calibration is achieved by utilising various deployed and embedded

calibration sources discussed in section 2.5. The primary energy calibration source in

water phase was a tagged 6.13 MeV γ emitted through de-excitation of 16O∗, which

is created through β decay of radioactive nitrogen gas, simply known as the 16N

source [81]. The source is described in detail in section 5.2. The 16N data was taken

for over 90 different source positions during the water phase. The calibration data

were used to tune our physics models, verify the position reconstruction algorithms,

determine the global efficiency of the detector, determine the energy scale and resolu-

tion, determine the systematic uncertainties and offsets, and finally verify the optical

model [76]. The 16N water analyses are discussed in section 5.3.

In addition, the source was deployed externally throughout the scintillator filling pro-

cess, and the data were used to understand the scintillator light yield, and the PPO

mixing process. Furthermore, the position reconstruction algorithms are verified at

the higher radii, and the position dependency of the light yield has been investigated,

presented in section 5.4.3. In addition, I have used the hit time residuals of 16N γ’s

to characterize the scintillation timing for different PPO concentrations, which is dis-

cussed in section 5.4.4. Moreover, the Cherenkov signal in scintillator with low PPO

concentrations was identified using the 16N data.
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Finally the findings from these analyses are summarized in section 5.5.

5.2 The 16N Source

5.2.1 16N Production

16N is a short-lived radioactive gas with half-life of 7.13 seconds that undergoes β

decay, and most likely produces excited 16O∗. Due to the short half-life, the gas needs

to be produced locally, and used right away. In order to produce 16N, SNO+ uses a

commercial Deuterium-Tritium (DT) generator, the MF Physics model A-320 [121].

DT generator is a small particle accelerator that produces high energy neutrons (∼14

MeV) by accelerating a mixed beam of Deuterium and Tritium into a target of both

Deuterium and Tritium which results in the fusion reaction as shown in equation 5.1.

d+ t −→ n+4 He (5.1)

This model of DT generator has a relatively large flux of neutrons which is tunable

between 2×107 and 108 neutrons/second. The DT accelerator is a 2.2 m long cylin-

drical shape with a diameter of 4.3 cm. The convenient size of the accelerator allows

us to increase the flux of produced 16N through the production chamber shown in

figure 5.1. The DT generator is placed inside a concrete shielding pit that is located

about 40m away from the center of the detector. The concrete pit should effectively

eliminate the radiation hazard [122]. Figure 5.1 shows a detailed schematic of the DT

generator inside the pit.

16N can be produced using the high energy neutrons through 16O(n,p) interactions

with Q = −9.6MeV and σ = 25mb as it is demonstrated in equation 5.2. Another al-

ternative interaction that can be used is 19F(n, α) with Q = −1.5MeV and σ = 35mb.

The radioisotope transfer was found to be easier using a gas target, therefore CO2

gas is used as both the target oxygen, and as the carrier to transfer the 16N through a

Teflon tubing all the way to the URM, and down into the 16N decay chamber shown
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Figure 5.1: Schematic of the target chamber (left). 16N is produced by introducing CO2

into the target chamber. Schematic of the DT generator (right).

in figure 5.2 [123].

n+16 O −→ p+16 N (5.2)

The target chamber is located at the bottom of the pit which is shown in fig-

ure 5.1(left). The design is a compromise between maximizing the 16N production

and minimizing the residence time of the gas in the chamber.

5.2.2 The Gas Transfer and The Decay Chamber

The produced 16N is sent through a Teflon tubing from the target chamber to SNO+

deck into the URM, and further sent through the umbilical down into the 16N decay

chamber shown in figure 5.2. The return flow is sent up through a line in the umbilical

back to the lab exhaust. The flowing 16N undergoes β decay with a half life of 7.13

seconds, and Qβ=10.4 MeV (see eq. 5.3). The β particles within the decay chamber

can be captured in the plastic scintillator, and are used to tag the calibration events.

The produced 16O∗ is most likely in an excited state, and can de-excite and emit γ

that can penetrate through the decay chamber into the detector volume.

16N −→16 O∗ + β(tagged) + ν̄e (Q = 10.4MeV ) (5.3)
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Figure 5.2 shows the schematics of the SNO+ 16N decay chamber which consists of

a stainless steel casing, the sleeve material, plastic scintillator, and a dedicated PMT

to detect the scintillation signal and tag the β particles.

Figure 5.2: The 16N decay chamber (left). A cross section of the umbilical is shown on the
right.

The main casing is a cylindrical stainless steel that is about 70 cm long with a diameter

of 11 cm [124]. The general design is a compromise between minimizing the γ rays

attenuation, and maximizing the β particles containment. The stopping power in

steel is about 2 MeV cm2/g for a 10 MeV β particle. It can be demonstrated that 0.5

cm thickness of the steel along with the sleeve material and the plastic scintillator can

effectively capture the emitted β particles. The 16N decays take place in the lower half

of the decay chamber within a volume that is enveloped by a 3 mm thick cylindrical

plastic scintillator (Bicron BC400 [125]). The upper volume of the decay chamber

holds a 5.08 cm diameter PMT (model 9208B [126]) which collects the scintillation

light through an optical coupling which is a rigid acrylic window. The high voltage

for the PMT as well as the signal are carried through coaxial cables in the umbilical

shown in figure 5.2.
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5.2.3 γ Emission and The Source Performance

Figure 5.3 demonstrates the 16N decay with the two main γ decay branches of

16O∗(dashed vertical lines).

Figure 5.3: Schematic of 16N decay. The diagonal lines represent different β-decay branches.
The γ-less β decay has Qβ = 10.4 MeV. Two main gamma decay branches are represented
with vertical dashed lines.

There is a branch ratio of 28% that the 16N nuclei would β-decay to the ground

state of 16O without emitting any gammas. However, the β particles from these γ-

less decays can fire the 16N PMT and produce invalid calibration tags. This set of

invalid tagged events can pile-up with other backgrounds (e.g. 210Po), and should be

properly taken into account for the 16N analyses. They are discussed in section 5.4.3.

The main decay branch (66.2%) produces a β particle with an end point of 4.3 MeV

followed by a 6.13 MeV γ which provides the most important signal for the calibration

purposes. Furthermore, there is a branch ratio of 6% that produces 7.1 MeV γ. The

peak for 7.1 MeV γ cannot be distinguished from the main peak in water, however it

can be clearly identified in scintillator as it is demonstrated in the following sections.

Figure 5.4 shows the β-decay spectrum from MC simulated 16N events taking place

inside the decay chamber.
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Figure 5.4: The energy spectrum of 16N β decay (left) from MC. The apparent energy
spectrum of different γ’s from de-excitation of 16O from MC [83, 81].

The emitted γ can interact in steel, and lose a fraction of its energy through Compton

scattering. This can introduce a continuum to the detected energy spectrum (Nhits)

of 16N γ’s that can be clearly seen in scintillator data. The continuum is also shown in

the simulated emission spectrum in figure 5.4. Moreover, β particles can interact with

the material in decay chamber, and generate secondary γ’s through Bremsstrahlung

effect1 [81]. These secondary γ’s can also contribute to the continuum, and smear

out the signal. However, the rate of Bremsstrahlung γ’s has been studied and found

to be negligible (∼ 10−3/decay).

The tagging efficiency of the source was measured offline using a NaI detector in

SNO. The signal was analysed for the energy range between 6-7 MeV and the tagging

efficiency found to be 95±2% [127]. The in-situ measurements from SNO calibration

was also consistent, and shows about 95% tagging efficiency for a central 16N run. As

shown in figure 5.5, we have also confirmed the measured tagging efficiency from the

scintillator signal for 16N. A comparison between the peak integrals of the tagged and

untagged events shows over 93% tagging efficiency for external 16N run in scintillator.

1e− + (Z,A) −→ e− + γ + (Z,A)
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Figure 5.5: Nhits distribution of tagged 16N (blue), untagged events (red) and the total
(black) in scintillator. The 6.1 MeV γ peak can be identified about 1300 Nhits. The ratio
between the peak integral of the tagged events and the peak integral of untagged 16N shows
about 93% tagging efficiency.

5.2.4 16N Deployment

An overview of SNO+ calibration hardware was given in section 2.5.3. The 16N source

was the primary calibration source in the water phase, and was deployed internally

through the UI, and externally through the guide tubes. The calibration data were

taken for over 80 different source positions inside the detector. A typical calibration

run was about 1 hour with a rate of about 40 Hz for tagged calibration events. The

water calibration data are discussed in section 5.3. In addition, the summary of 16N

calibration program in water can be found in [83].

The 16N hardware is not designed to be deployed into the scintillator since they do not

meet the cleanliness requirements. However, the source has been deployed externally

7 times through different guide tubes throughout the scintillator fill. Table 5.2 shows

a summary of the scintillator 16N runs.
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5.3 16N in Water

The tagged 6.13 MeV γ’s provide a clean calibration sample with energies close to

the energy ranges of two physics topics studied during the water phase; i) the 8B

solar neutrinos, and ii) the invisible nucleon decay. The first set of 16N calibration

was performed in May 2017, and the data were taken with the source placed at 7

different positions along z -axis. The central 16N run was used as a reference to tune

the total collection efficiency of the detector, determine the energy scale, and verify

the reconstructions. Furthermore, a full volume internal calibration was performed

in November 2017. 16N data were taken in a series of runs for 88 different source

positions inside the detector. This data set was used to determine the position de-

pendencies of the detector model. Figure 5.6 (left) shows the source positions for the

16N full scan during the water phase. Finally, a set of external calibration data were

taken in March 2018. The source was deployed through guide-tube 4 into the vol-

ume between the PSUP and AV, and the calibration data were taken for 19 different

positions along the vertical axis. The reconstructed position for the full external 16N

data set is shown in figure 5.6(right).

5.3.1 Event Selection Criteria

Even though 16N is a tagged source, a set of selection criteria is required to perform

standard analyses. The selection cuts might vary depending on the type of analysis.

For instance one of the cuts for the water analysis is known as the proximity cut

which removes all the events that are reconstructed within 70 cm of the source. The

purpose of the proximity cut is to minimize the effect of shadowing from the source

itself. The standard event selection criteria for the water phase can be outlined as

follow [83]:

• Have a valid Fitter; valid time and charge.
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Figure 5.6: The left shows the 16N source positions in water phase; 88 points for the full in-
ternal scan and 19 points for the external calibration. Reconstructed z[m] vs. reconstructed
ρ for the full external scan is shown on the right.

• Have the 16N calibration tag (FECD PMT 9188).

• Hits are not attributed to cross-talk.

• -0.12 < β14 < 0.95 .

• 0.55 < ITR .

• The proximity and direction cuts:

– Keep the events that are being reconstructed further than 70 cm from the

source.

– Keep events that are reconstructed within 70 cm of the source if the event

direction is within 45◦ of the vector from the source to event vertex (recon-

structed position).

5.3.2 Global efficiency

As described in section 3.3.1, the hit time residuals of the PMTs is the key distribution

to reconstruct the event vertex. Figure 5.6 shows an example of the hit time residuals

distribution for a 16N run in water. Furthermore, the optical model of the detector
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Figure 5.7: The left plot shows the prompt Nhit distribution of simulated 16N data matched
up to the central calibration data to determine the global trigger efficiency, where the events
with nhits>17 are selected. The hit time residuals of 16N in water is shown on the right.

can be calibrated by matching time residuals distribution from MC to the optical

calibration data.

The efficiency of capturing light in the detector can be described through a parameter

ϵ, known as global efficiency. The global efficiency is a relative indicator of light

collection in the detector and involves many factors such as the channels efficiency

and the detector coverage. The prompt Nhits distribution of the central 16N run

was used to determine ϵ [83], and furthermore determine the energy response of the

detector. In this case, the prompt Nhits is defined as the number of fired PMTs

within the hit time residuals window of (-5, 8) ns. The prompt signal is selected

to avoid the complications due to optical effects such as the reflection off different

components in the detector. In order to determine ϵ, the prompt Nhits distribution

from a MC simulation is matched up to the central 16N data as shown in figure 5.7

(left).

5.3.3 Energy Calibration

Energy is reconstructed using the EnergyRSP algorithm [83]. The energy scale and

the energy resolution in the water phase was determined using the 16N data. In ad-

dition, the associated systematic uncertainties were estimated comparing the energy
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scale and resolution in data with the run-by-run MC simulations. The relative en-

ergy scale δE, and the detector energy resolution σ are incorporated in the model,

and estimated by fitting the reconstructed energy spectrum P (Teff ).

P (Teff ) ∼
∫

(Psource(Te)
1√
2πσ

exp(
−((1 + δE)Teff − Te)

2

2σ2
)dTe) (5.4)

As shown in equation 5.4, P (Teff ) is described in terms of the apparent energy spec-

trum of electrons, Psource(Te), convolved with a Gaussian. The apparent energy of

electrons is essentially defined as the energy that scattered electrons ultimately de-

posit in water. The apparent energy of electrons in not a trivial distribution, and

in order to be determined, the detailed physics should be taken into account. For

instance, a 6.1 MeV γ can deposit a fraction of their energy in the source container

on the way out. In addition, the γ’s most likely go through multiple Compton scat-

terings, knock off multiple electrons, and form multiple Cherenkov rings. The physics

of scattered electrons is simulated using RAT-6.5.0, and their apparent energy dis-

tribution is shown in figure 5.8. This distribution is incorporated into equation 5.4

to fit the calibration data.

Figure 5.8: The apparent energy of scattered electrons simulated with RAT-6.5.0 shown on
the left. The reconstructed energy of 16N data (black) on the right [83] together with the
MC simulation (blue), for a central run.

The energy resolution σ is expected to be energy dependent, and can be expressed

as σ = b
√
E, where b can be estimated from the fit. No energy offset is considered
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in this case since it is assumed that there is no significant background contribution

to the tagged 16N signal. Figure 5.7 shows the reconstructed energy spectrum for

a central 16N run in water together with the one from a run-by-run simulation [82].

Furthermore the position dependency of the energy related parameters are investi-

gated through the full 16N scan [83].

5.3.4 The Reconstructed Position and angular Uncertainties

In order to determine the uncertainties associated with the reconstructed position

and direction, the measured 16N data were compared with MC simulations. For the

purpose of this analysis, the difference between the tagged 16N events and the source

position was used as the key distribution to fit the model, shown in figure 5.9. This

distribution was fit with a function representing the position of the first Compton

electron generated from MC, convolved with a Gaussian and an exponential tail, see

equation 5.5.

f(x) = A.γfirst ∗ (e−x/τ ∗ e
−(x−µ)

2σ2 ) (5.5)

where γfirst is the distribution representing the position of the first Compton electron,

µ is the bias, σ is the resolution, and τ characterises the tail. Furthermore, the

systematic uncertainties can be described in terms of the offset between the position

of the source and the mean reconstructed position, xdata → xsource + δi. Table 5.1

shows a summary of the systematic uncertainties and the resolutions determined using

16N data.
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Figure 5.9: The histogram on the left shows the difference between the source position and
the reconstructed position of the event, assumed to be the first Compton scattered electron,
for a central 16N run [82]. The angle of the Compton scattered electron, θ is demonstrated
on the right.

The angular resolution and the uncertainty were determined based upon the colinear-

ity of Compton scattered electrons with the initial γ direction, θ, shown in figure 5.9.

The reconstructed position is assumed to be the scattering vertex, however to reduce

the effect of position reconstruction uncertainties, only events that are reconstructed

further than 1200 mm from the source were selected [82]. The resulting distribution

is fit with the following functional form [128] [129]:

R(cos θ) = αmβm
eβm(cos θ−1)

1− e−βm
+ (1− αm)βs

eβs(cos θ−1)

1− e−βs
(5.6)

where βm and βs are two exponential components, and αm is the fraction of the

events following the exponential with slope βm. βm represents the electron-like reso-

lution whereas βs describes the contribution of events with multiple Compton scat-

terings [66].

5.3.5 β14 discrepancy and uncertainty

As described in section 3.5, β14 is a powerful topological classifier that can determine

the isotropy of the fired PMTs within an event. β14 can be used to distinguish the

scintillator-like 16N events (isotropic light emission) from the water-like 16N events

83



Parameter x offset [mm] y offset z offset x resolution y resolution z resolution
Uncert. on

angular resolution
β14 syst.

uncertainty

resolution

+16.4

-18.2

+22.3

-19.2

+38.4

-16.7
104(mm) 98(mm) 106(mm)

+0.08

-0.13
0.031±0.004

Table 5.1: Summary of systematic uncertainties for reconstructed position and direction
during water phase based on 16N data, the values are taken from [82, 66].

(Cherenkov ring) when the source is deployed in partial-fill, which is discussed in

section 5.4. We have observed about 9% discrepancy between the β14 from
16N central

β14

N16-central 106958

Figure 5.10: β14 distribution of a central 16N in water, data (black) and MC (blue). The
plot on the right shows the β14 discrepancy (MC-data) vs. the radial position of the source.
Different colors represent different directionality and timing cuts.

run and the associated MC shown in figure 5.10. In addition, the calibration data

from the AmBe source confirmed the discrepancy. In order to understand the nature

of the discrepancy, a set of directionality, and timing analysis was performed on the

full 16N data. It was demonstrated that looking at outward-going events (u⃗.r⃗ > 0)

can reduce the discrepancy by about 40%. u⃗ is the vector representing the direction of

event, and r⃗ is the vector pointing to the event vertex from the center of the detector.

Furthermore, selecting the events with higher ITR (prompt) seems to slightly reduce

the discrepancy. Figure 5.10 shows the summary of different analysis cuts used to

understand the β14 discrepancy. Finally, the observed discrepancy was implemented

into the model as the systematic uncertainty of β14. The systematic uncertainty for

β14 was found to be 0.031±0.004 [82].
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5.3.6 The PMT angular response and the optical calibration in water

As mentioned previously, the laser-ball is the main calibration source to calibrate

the optical model and the angular response of PMTs during the water phase [76].

Furthermore, the model was verified using 16N data [77, 76].

The angular response of PMTs should be well understood for the physics analyses.

SNO+ is mostly concerned with the incident angles smaller than 50◦. The angular

response determines the probability of a photon entering a PMT with the incident

angle θ to generate a photo-electron, and can be expressed as:

f(θ) = Npe/Nγ(θ) (5.7)

The PMT angular response was measured for 5 different wavelengths using the laser-

ball source [76]. The 16N complete calibration data were also used to confirm this

measurement [77].

Laser-ball was used to determine various optical parameters such as the effective

attenuation lengths, and build a comprehensive optical model for the detector. After

optical calibration, the model was verified by comparing the prompt Nhits from 16N

data with MC at different positions across the detector [79]. Figure 5.11 shows the

mean prompt Nhits value (fit value for the peak) along three different axes inside

the detector, together with run-by-run simulations (blue). It can be seen that as the

calibration source moves away from the center more prompt light is collected.
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Figure 5.11: 16N prompt mean Nhits from data (black) and MC (blue) as a function of axial
position where x-axis is the top, y-axis is the middle, and z-axis is the bottom plot [76].

However, at the higher radii closer to the AV, the average number of hits decreases

due to the non-trivial optical properties of the AV (e.g. internal reflection).
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5.3.7 External 16N in water

The external calibration data were used to verify the reconstruction algorithms for the

events at higher radii, for instance the external data can be used to verify the angular

response of PMTs at higher angles. The directionality information of the external

events in water can be utilised for various analyses, for instance making comparison

between the events going through the AV, and the ones that are out-ward going.

Figure 5.12: The reconstructed position of external 16N scan during water phase.

The outward- inward-going events are defined as events with u⃗.r⃗ > 0, u⃗.r⃗ < 0 respec-

tively, where u⃗ is the direction of the event, and r⃗ is the vector pointing to the event

vertex from the center of the detector. The outward-going external events can be

selected for particular analyses to exclude the optical effects of the AV, for example

the light yield (Nhits) of the outward-going events can be a relative indicator of the

global collection efficiency of the detector over time. In addition, since 16N is a tagged

source, the external data can be used to examine timing and topological classifiers to

identify and reject external γ’s. A few examples of these classifiers are discussed in

the following sections.

In March 2018 the 16N source was deployed externally through guide tube 4 which

is located at x = −5.86 m and y = −2.52 m with respect to the center of the AV.

The calibration data were collected for 19 different positions along the vertical axis.
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Figure 5.12 shows the reconstructed z versus reconstructed ρ2of the full external scan

in water. A significant position reconstruction offset was observed in data, compar-

ing the mean of the reconstructed positions with the source position. Moreover, we

demonstrated that the position reconstruction offset can be significantly reduced by

selecting the outward-going events shown in red in figure 5.13.

Figure 5.13: Reconstructed positions x[mm] (left) and y[mm] (right) for the external 16N
scan in water. The blue shows the total events with mean values of xmean =-5620 mm and
ymean =-2405 mm, and the red shows only the outward-going events with xmean =-5872
mm and ymean =-2517 mm. The source is at x = −5860 m and y = −2520 mm.

2ρ =
√
x2 + y2
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5.4 16N in Scintillator

The 16N calibration hardware is not designed to be deployed into the scintillator

cocktail, and does not meet the radio-purity requirements, however the source can

be deployed externally through the guide-tubes. The 16N and the AmBe source were

the main two external calibration sources during the partial-fill, and both have been

deployed frequently throughout the filling process. The external calibration data were

used to study the light yield, and monitor the PPO mixing process throughout fill-

ing. In addition, the light yield is modeled as a function the energy deposition, and

the Birk’s parameters were determined using the AmBe data together with the 16N

tagged γ’s. The light yield analyses are discussed in section 5.4.2. Furthermore, the

reconstruction algorithms in scintillator were studied at the higher radii (R > 4m),

and the radial dependency of the light yield (Nhits) was investigated, discussed in

section 5.4.3. The emission spectrum of scintillator cocktail highly depends on the

dopant fluor concentrations. The 16N γ’s were used to characterize the timing profile

of scintillation with different PPO concentrations. The timing studies are described

in section 5.4.4. In addition, the timing studies can be used to optimize timing classi-

fiers to identify and reject the external γ’s more efficiently, which is briefly discussed

in section 5.5. Aside from the scintillation signal, the 6.1 MeV γ’s can provide a neat

data set to study the Cherenkov radiation in liquid scintillator. The Cherenkov signal

extraction and the directionality analysis is discussed in section 5.4.5. These analyses

can be used to improve the position reconstruction [98].

5.4.1 16N Deployment Program and the Selection Criteria in Scintillator

The 16N source was deployed several times externally throughout the filling process.

The source was deployed initially through guide tube 2, and later through guide tube

4, and 5. Table 5.2 summarizes the list of 16N runs along with their source positions,

the scintillator/water interface level, and the PPO concentrations. For the purpose
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of the following analyses, I have used the standard 16N selection criteria in water as

previously outlined in section 5.3.1, most importantly the 16N calibration tag.

Further cuts are applied for scintillator analysis, for instance, Nhits> 100 can be

applied to select most of the scintillator-like tagged events. Moreover, β14 and ITR

classifiers can be used to distinguish the water events from the scintillator-like 16N.

Two main population of the tagged events can be seen in figure 5.14: i) the scintilla-

tion signal (dashed black box) has ITR values close to 0, as the emission is spread out

over time, on the other hand, ii) the Cherenkov signal is a sharp signal, and most of

the photons are generated within the prompt timing window, and therefore has ITR

values closer to 1. Additionally, the isotropic scintillation signal has β14 values closer

to 0, whereas to the Cherenkov ring has β14 values averaged around 0.2. ITR<0.18

and β14 < 0.1 would select most of the scintillator-like events for 0.5 g/L PPO liquid

scintillator. A 6.1 MeV γ most likely goes through multiple Compton scatterings.

14β
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Figure 5.14: ITR and β14 for the external 16N in partial-fill. The dashed box shows the
pure scintillator-like events.

For the external 16N in partial-fill, there is a good chance that the first Compton

scattering takes place in water, and the scattered γ deposits the rest of its energy

in scintillator. This can explain the population of the tagged events between the

main two populations on ITR-β14 plane. They have lower Nhits compared to pure

scintillator-like events, and manifest themselves as a continuum to the Compton peak
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Table 5.2: The table summarizes the external 16N runs through out the scintillator fill.

Date run numbers
Source Position

[mm]
livetime

LAB/UPW

Interface

[mm]

PPO level

[g/L]

2020-01-22 255554 - 255597 (-1121, 1041, 6051) ∼ 370 0.18 - 0.33 g/L

2020-11-05
265065 (-5861, -2080, 710) 60 min ∼810 ∼0.5

265068 (-5861, -2080, 2000) 60 min ∼810 ∼0.5

2020-10-26**

264774

264775

264776

264777

(-1121, 1041, 6055) 4hrs 810
0.56 [68]

264780

264786

264788

264789

(-1121, 1042, 6260) 4hrs 810

2021-02-18

268105

268106
(-5861, 2071, +500) 119 min

-3210 ∼0.5 [130]268115 (-5861, 2071, -500) 60 min

268118

268119
(-5861, 2071, +1000) 96 min

268121

268122
(-5861, 2071, -1000) 85 min

2021-07-07

272396

272398
(-5861, 2071, 0) 105 min

-5300 0.6 [130]
272401

272429
(-5861, 2071, -500) 98 min

272426

272427
(-5861, 2071, 500) 78 min i

2021-09-21

275217

275218

275221*

275222*

(-5861, 2071, -0.9)
3hrs/

28 min
—- ∼1.06 [130]
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on the Nhits spectrum of tagged events (see figure 5.22).

5.4.2 Light Yield in Scintillator

The light yield analyses are presented in three sections. The first section focuses on

the very preliminary analysis of the 16N data, taken before the partial-fill period.

The lower concentrations of PPO in scintillator (0.18 g/L, 0.33 g/L) made this set

of runs favorable for Cherenkov analysis. However, these sets of runs are suffering

from low statistics and limited source positions, and therefore they are not suitable

for position reconstruction studies and stratification analysis of the light yield. The

two other sections presents analyses on the data taken after partial-fill period (April

2020). In order to investigate the position dependencies of the light yield, a set of

stratification analysis is presented in the second section. Finally, more sophisticated

light yield analysis is discussed in the third section.

5.4.2.1 Pre-partialfill Light Yield

The 16N source was deployed through guide-tube 2, two times before the partial-

fill period. The source was placed at z ∼ 6.05m, by the bottom of the neck (see

figure 5.15). The first set of 16N was taken while the scintillator interface was at

z ∼ 5.2m, and the PPO concentration was estimated to be about 0.7 g/L. The second

set of data were taken while the interface was at 3.8 m, and the PPO level was about

0.18 g/L initially, and increased to about 0.33 g/L throughout the calibration shift.

Figure 5.15 shows the reconstructed positions of the tagged scintillator-like events

from this calibration session. The Nhits distributions of the scintillator-like 16N γ’s

are shown in figure 5.16(left) for 3 different PPO concentration levels. Furthermore,

the Nhits for the water-like events is shown for the same sets of runs (right), and as

expected the light yield of water events remains unchange for different PPO levels.

The rates of water-like 16N events from different runs were used to scale up the

populations of scintillator-like events.
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Figure 5.15: The reconstructed x-y for scintillator-like 16N events shown on the left. The
reconstructed z versus ρ on the right. The average PPO levels found to be ∼ 0.18 g/L for
this data set.
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Figure 5.16: The plot on the left shows the Nhits distributions from 16N runs with different
PPO concentrations, and 2 sets of simulated data for 0.5 g/L and 2g/L PPO. The plot on
the right shows the water-like tagged 16N events for the 3 sets of data were used to scale
up the scintillator distribution.

Figure 5.17 (right) shows the mean Nhits from the fits versus the PPO levels for 3 sets

of runs. In addition, two sets of MC simulations were generated using RAT-6.17.6

with two available profiles for 0.5 g/L and 2 g/L PPO concentrations. The results

from the simulated data were also shown on the plot. In order to understand the light

yield as function of PPO concentration, a set of proper in− situ studies was done in

2022 [131], and the results are consistent with the curve from 16N data.
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Figure 5.17: The stratification of light yield (Nhits) along z-axis is shown on the left. The
plot on the right shows the mean Nhits vs. PPO concentrations for 16N data (red) and MC
(blue).

A set of stratification analysis on the preliminary data shows significant position

dependencies of the light yield. Figure 5.17 (left) shows Nhits distributions within

50 cm intervals along z−axis while the interface was at 3.8 m. It can be seen that

the light yield is significantly higher for the events that are being reconstructed closer

to the interface, which is due to non-trivial optical effects within this region (e.g.

internal reflections off the interface boundary). As expected, the radial dependency

studies of the Nhits shows that the mean Nhits decreases significantly at the higher

radii (R > 5m), which can be explained through several effects such as the internal

reflection off the border between acrylic and water, or the photons getting lost due

to the pile up of multiple hits on a single PMT as discussed in chapter 3.

5.4.2.2 Position Dependencies of Light Yield

In order to understand the light yield across the detector, and the position dependen-

cies, more sophisticated analysis was performed using the 16N data while the interface

was at about -3.2 m and the level of PPO was measured to be 0.50g/L ± 0.05 g/L [68].
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Figure 5.18: The left shows the Nhits of tagged 16N events versus reconstructed radius
[mm], two main populations, 6.1 MeV γ (the main one) and 7.1 MeV peak are evident.
The right shows the same type of histogram from the AmBe data. Three populations are
evident, 2.2 MeV (bottom), 4.4 MeV (middle), and the 6.1 MeV (top).

Figure 5.18(left) shows Nhits of the tagged scintillator-like 16N versus the recon-

structed radius. Two populations: I) the 6.1 MeV which is the dominant branch

that plateaus in slightly below 1600 Nhits, and II) the smaller population from 7.1

MeV γ’s that can be seen on the top. The same type of analysis on AmBe data that

were taken within two months of the 16N data were also consistent with 16N, and

presented on the right. The light yield drops significantly with radius at the higher

radii, beyond R ∼5.2 m. This feature is mainly caused by the total internal reflection

off the boundary between the acrylic and external water. The refractive indices of

LAB and acrylic at 420 nm are 1.495±0.002 [132] and 1.505±0.001 [133] respectively,

and would not cause any significant optical effect. On the other hand, the refractive

index of water, n ∼1.33, is significantly lower than acrylic, and would make a critical

angle of about θc ∼ 62.5◦, which can explain the cut out of R ∼ 5.2m. Some other

factors such as angular response of PMTs, and the photons getting lost due to the

pile up of multiple hits on a single PMT can also suppress the light yield at the higher

radii, but their contributions are not as nearly significant. In order to characterize the

light yield and its position dependencies, the 6.1 MeV peak was fit with a Gaussian

function within different regions along R and z-axis. The radial stratification was
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done within the range of 4m to 6m for the intervals of 50cm, and µ (the mean Nhits)

and σ (the deviation) from the fit is shown in figure 5.19.
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Figure 5.19: The right shows the mean Nhits (µ) versus reconstructed radius within 50 cm
segments. The different set of colors represent different regions along z -axis as demonstrated
on the legend. The left plot shows the deviation σ from the fits.

Moreover, a set of run-by-run MC simulations was generated using RAT-7.0.0, and

analysed, and the result was presented on the same histograms. The average Nhits

of the data found to be higher than MC, and the discrepancy gets more significant at

the higher radii beyond 5.2 m. The MC seems overestimating the light suppression at

the higher radii. The same discrepancy has been observed through looking at other

sources such as the AmBe and 210Po [134] within the same time period. In addition,

a set of stratification along the z-axis was done for the range of -2m< z < 3m, and

the result is shown in figure 5.20.

Finally, figure 5.21 summarizes the stratification analyses of the light yield, and shows

data/MC for various segments along the reconstructed radius and z-axis. The average

Nhits from data found to be about 3% higher than MC for events with R < 5 m.
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Figure 5.20: The mean Nhits µ and the deviation σ of scintillator like 16N from stratification
analysis along z-axis for different radial regions is shown on the left, the deviations from
the fit is shown on the right.
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Figure 5.21: The results from a full stratification analysis of the 6.1 MeV 16N peak. The
ratio of µ(data)/µ(MC) (left) and σ(data)/σ(MC) (right) are presented for 50cm segments
along R and z.

5.4.2.3 Post-partialfill Light Yield

The radial stratification showed that Nhits distribution is relatively more consistent

for R <5m and 0 < z < 1m. Therefore, this region is selected as a reference for post

partial-fill light yield analysis. Furthermore, higher statistics made it affordable to

look into regions with lower radii. The Nhits spectrum within the region of interest

for 4 different set of 16N runs are shown in figure 5.22. They have been taken from
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different periods with different PPO concentrations, see table 5.2.
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Figure 5.22: Nhits distributions of 4 sets of 16N runs within the region of interest. The
associated run numbers and the fit results are presented in the table 5.3.
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Date µ (6.1 MeV) σ (6.1 MeV) µ (7.1 MeV) σ (7.1 MeV)
PPO level

g/L

2020-10-26 1546±53(1413±3) 43 ±4 1741±23 (1592±21) 78±43 0.56

2020-11-05 1631±2 50±2 1828±9 58±10 0.56

2020-11-05 1589±3 46±3 1756±6 28±8 ∼0.5

2021-02-18 1546 ±1 37 ±1 1743 ±4 42±4 ∼0.5

2021-07-06 1485±2 36 ± 1 1678±3 38 ±5 0.598

2021-09-21 1570±1 40±2 1776±5 40 ±7 1.06

Table 5.3: The results from fitting the tagged 16N Nhits within the region of interest. The
source positions can be find from table 5.2.

Two distinct peaks can be identified for two main γ branches, 6.1 MeV, and 7.1 MeV.

The peaks are fit with a Gaussian and the results are presented in table 5.3. The

Nhits from the partial-fill runs are corrected for the off crates by averaging over the

hits on the 4 adjacent crates. The mean Nhits for the partial-fill period found to be

1546±5 and 1741±23, for 6.1 and 7.1 MeV γ’s respectively. In addition, the ratio

between the peak integrals of 6.1 MeV and 7.1 MeV found to be 13.1±0.4 which is

consistent with the branching ratio of the decay.

5.4.2.4 Birks’ Parameters

As discussed in section 2.4, the scintillation light yield can be parameterized through

Birks’ law. The Birks’ parameters; Birks’ constant kB, and the scintillation efficiency,

S, can be estimated by fitting the relative light yield from the three identifiable AmBe

peaks (2.2 and 4.4 MeV) together with the 6.1 MeV peak from 16N. Figure 5.23 shows

the mean Nhits versus energy for 3 different energies within the region of interest. In

3The partial-fill mean Nhits value is corrected for the off channels (bold values).
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order to fit the data, the energy loss of electrons (∆E
∆x

) was treated as a state function,

and simulated in RAT-7.0.0 [135].

Figure 5.23: Fitting the Nhits from 3 data points from AmBe and 16N to find the Birks’
parameters, taken from [135].

The Birks’ parameters found to be S = 6410 ± 78 1/MeV, and kB = 0.08 ± 0.01

mm/MeV using the AmBe data from April 2021 together with 16N data from February

2021.

5.4.3 The Position Reconstruction and the Far Tagged Events

The position reconstruction of scintillator-like events was investigated using the data

as well as a set of generated run-by-run MC. The AV coordinate system is used for this

analysis, therefore the position needed to be corrected for z-offset. Figure 5.24 shows

the reconstructed z versus reconstructed R for the tagged scintillator-like events in

the AV coordinates (blue), as well as the PSUP coordinates (black). The z-offset of

the AV with respect to the center of PSUP is estimated through the neck sense rope

system (see appendix A), and measured to be 17.4±0.2 cm. The AV z-offset is used to

calculate the reconstructed position in the AV coordinates. There is a cut out at 6.05m

on the reconstructed R in the AV coordinates, which verifies the incorporated offset.

It has been seen from the data and the MC that a fraction of tagged scintillator-like
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events (Nhits> 100) are being reconstructed outside of the scintillator volume. These

events can be explained through multiple Compton scatterings of γ’s, while the first

Compton electrons are generated in water, and the scattered γ’s deposits the rest of

their energy in scintillator.

Figure 5.24: Reconstructed z versus R of the tagged scintillator-like 16N events in AV
coordinates (blue) and the PSUP coordinates (black). The z-offset was estimated to be
17.4 cm from NSR.

The distance between the reconstructed position of tagged events and the source

position (red) and MC (blue) is shown in figure 5.25. There is a significant surplus

population of the tagged events that are being reconstructed beyond 6 m from the

source in data. These far events are about 5% of the tagged data, and mostly have

Nhits below 200. Figure 5.26 shows the reconstructed x and y for three different

Nhits regions. As it can be seen, there is a significant population of these far events

reconstructed closer to the surface of the AV. In addition, the Nhits distribution of

these events is shown in figure 5.27, and part of the spectrum around 100 Nhits has the

same characteristics as the surface 210Po signal. Furthermore, timing studies of the

far events with respect to FECD time, the tagging time of the source PMT, has given

insight into the origin of these events. Figure 5.27 shows the timing of 16N events with

respect to the FECD time. As expected for the events with higher Nhits (pink), the

distribution peaks around an offset (∼100 ns). However, the timing difference for the
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Figure 5.25: The distance between the reconstructed tagged scintillator 16N events and the
source position with Nhits> 100 for data (red) and MC (blue).

far events (blue) makes a flat distribution and seems to have absolutely no correlation

with the FECD time, in other words, these events take place randomly within the

400 ns window. Therefore, one can suggest that they have a different origin rather

than the calibration γ’s, and they could be from the pile-up of other events such as

the α decays of the surface 210Po with the tagged β decays of 16N.
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Figure 5.26: Reconstructed position, x-y plane, of the tagged 16N events; 100<Nhits (left),
150<Nhits (middle), 200<Nhits (right).

The rate of such pile-up events within the triggering time window can be described

analytically through Poisson statistics. In this case, the pile-up would be between
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Figure 5.27: The Nhits distribution of the tagged far events on the left, and time(FECD) -
timeevt distribution for the tagged far events (blue) and high Nhits events (pink).

the tagged β-decays, and all the un-tagged events below 200 Nhits. The pile-up rate

would be negligible for events above 200 Nhits. The number of pile-up events within

the time window can be described as 5.8.

Npu ∼ N1 ×N2 ×
e−N2

1!
(5.8)

where N1 and N2 are the average number of tagged and untagged events within the

time window. The rate of pile-up is estimated to be about 3.8×10−8/400 ns. The

rate of the tagged events, including the γ-less β decays within the decay chamber is

assumed to be 60Hz, and the rate of the untagged events is taken from the 16N runs.

The estimated rate of pile-up is on the order of the observed rate for the far events,

however about 50% lower. For the purpose of position analysis, ∆t =timeFECD− tevt)

can be a very useful parameter. Most of the far (pileup) events (> 90%) can be

removed by selecting events with ∆t ∈ (80, 110)ns.
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5.4.4 Timing Studies

16N events provide a clean sample to study and verify the scintillation timing profile. I

have taken two different approaches for the course of this analysis. First, the 16N time

residuals were used to characterise the scintillation timing analytically. Furthermore,

a set of proper MC runs is generated, and the time residuals were compared with

data.

The scintillation intensity of an organic scintillator over time can be characterised

through different components as follows [136]:

n(t) =
N

τ − τr
[exp(−t/τ)− exp(−t/τr)] (5.9)

where n(t) is the number of emitted photons as a function of time, N is the total

number of emitted photons, τr is the time that is required for the intensity to reach

the maximum, and τ is the time that characterises the decay of intensity. However,

multiple decay components are typically required, which collectively can describe

different scintillation mechanisms as discussed in section 2.4. For the purpose of this

analysis 3 decay constants are used. Therefore, the intensity of emission in terms of

three decay components can be written as:

n(t) =
N

R1τ1 +R2τ2 +R2τ3 − τr
[R1e

−t/τ1 +R2e
−t/τ2 +R3e

−t/τ3 − e−t/τr ] (5.10)

where τis represent various decay components, and Ri is the relative contribution of

the ith decay component (
∑

iRi = 1). In reality, the intensity of emitted photons is

not quite the same as the intensity of detected photons. The light collected by PMTs

have an inherent Gaussian timing resolution due to the transit time spread within

the channel, discussed in section 2.1.2. The intensity of detected photons, nd(t) can

be modeled as the intensity of emission photons, n(t), convolved with Gaussian as
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shown in equation 5.11.

nd(t) =

∫ ∞

0

n(t).
1

σ
√
2
e−t2/2σ2

dt (5.11)

where σ represents the timing resolution of the PMTs. Several bench-top measure-

ments have been performed to determine the timing constants for various scintillator

cocktails with different PPO concentrations [94, 137, 138]. In order to fit the detected

scintillation intensity, I used the hit time residuals of tagged events from 4 different

sets of 16N runs listed in table 5.4. The results from the bench-top measurements

were used to set rough ranges on Ris and σ. Figure 5.28 shows the best fits (dashed

red curve) for the 16N time residuals. On a side note, a two decay component function

found to be a more suitable fit for the time residuals with 1.06 g/L PPO level. The

fit parameters are shown in table 5.4, and they seem consistent with the bench-top

measurements. However, the function poorly fits the peaks. The obtained timing

constants do not reflect the true physical description of the scintillation signal since

the optics of the detector is not taken into account in this toy model. For instance

the scattering off different components (e.g. AV) can significantly affect the detected

light. Furthermore, as demonstrated in section 3.3.1, the time residuals spectrum

spread out more at the higher radii. The purpose of this phenomenological analysis

was to use a simple toy model to fit the data, and to relatively characterise the time

residuals for different PPO concentrations.

105



0 20 40 60 80 100
Hit Time Res. [ns]

103

104

hi
ts

Run numbers: 264774_264776
fitted timing profile
data

0 10 20 30 40 50 60
Hit Time Res. [ns]

105

hi
ts

Run numbers: 264774_264776 MC
fitted timing profile
data

0 10 20 30 40 50 60
Hit Time Res. [ns]

103

hi
ts

Run numbers: 255564  (0.18 g/L)_
fitted timing profile
data

0 10 20 30 40 50 60
Hit Time Res. [ns]

104

105

hi
ts

Run numbers: 272396 (0.598 g/L PPO)
fitted timing profile
data

Figure 5.28: The tagged 16N time residuals from 4 different sets of runs (blue) along with
the best fit.

Run Numbers

PPO

level

(g/L)

τ1

(ns)

τ2

(ns)

τ3

(ns)
R1 R2 R3

τr

(ps)
σ(ns)

255564 0.18 7.3 ±0.4 25.4 ± 0.6 252 ±0.7 65.8±0.8 31.1% ± 0.4 950 ±50 7.9 ± 0.4

264774 264776 MC 0.5**
7.8 ±

0.3

25.2

±

0.5

203

±

1.3

68.0%

±

1.3

29.3%

±0.2

2.6%

±

0.2

900±

50

8.7±

0.5

264774 264776

Data

0.56

7.6

±

1.2

25.1

±

0.9

189

±

5.7

67.3%

±2.1

29.1%

±0.1

3.5%

±

0.1

850±

70

8.31

±

0.5

272396 ∼0.6
7.9 ±

1.0

25.2

±

0.7

168

±

2.0

66.0%

±

4.0

28.9

±

1.2

5.0%

±

1.0

770±

100

8.80±

0.50

275217 ∼1.06 6.8 ±0.6 20.7 ± 0.3 — 68.2±2.1 32.8±1.0 — 940±100 8.7±0.5

Table 5.4: Timing constants from fitting 16N time residuals.

106



5− 0 5 10 15 20 25 30
hit time res. (ns)

0

0.002

0.004

0.006

0.008

0.01

0.012

0.014

0.016

0.018

0.02

0.022

0.024

h
it

s

hit time Res. scint N16 (1300<nhits) (scaled [-5, 30] ns) 

time residuals run by run MC (264774) (1300<nhits)

time residuals for partial-fill data (264774-264777)

5− 0 5 10 15 20 25 30
hit time res. (ns)

0

0.002

0.004

0.006

0.008

0.01

0.012

0.014

0.016

0.018

0.02

0.022

0.024

h
it

s

hit time Res. scint N16 (nhits [1000, 1300]) (scaled [-5, 30] ns) 

time residuals run by run MC (264774) (1300<nhits)

time residuals for partial-fill data (264774-264777)

5− 0 5 10 15 20 25 30
hit time res. (ns)

0

0.005

0.01

0.015

0.02

0.025

h
it

s

hit time Res. scint N16 (nhits [500, 1000]) (scaled [-5, 30] ns) 

time residuals run by run MC (264774) (500<nhits)

time residuals for partial-fill data (264774-264777)

5− 0 5 10 15 20 25 30
hit time res. (ns)

0

0.002

0.004

0.006

0.008

0.01

0.012

0.014

0.016

0.018

0.02

0.022h
it

s

hit time Res. scint N16 (nhits [200, 500]) (scaled [-5, 30] ns) 

time residuals run by run MC (264774) (200<nhits)

time residuals for partial-fill data (264774-264777)

Figure 5.29: Time residuals of the tagged partial-fill 16N and run-by-run MC for 4 different
Nhits regions.

More sophisticated timing analysis was done by generating a set of run-by-run 16N

events using RAT-7.0.0, and furthermore, comparing the time residuals with data.

The timing constants of the scintillator cocktails are included in the model from the

previous bench-top measurements to match the partial-fill data [94, 138, 137]. In

addition, the optical model of the detector for the partial-fill, the physics of scintil-

lation, and the detector response are incorporated in the model. Figure 5.29 shows

the time residuals from partial-fill data (PPO∼0.56 g/L±0.4[68]) as well as the run

by run MC for 4 different Nhits ranges. As it can be seen, the time residuals from

MC matches remarkably with data above 1000 Nhits. However, below 1000 Nhits,

the data seem to have a longer rise time rather than MC, which is also evident from

the analyitical fits (see table 5.4).
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Figure 5.30: Time residuals of scintillator-like tagged events from 5 different sets of runs
throughout the scintillator fill for different Nhits regions.

Furthermore, hit time residuals from 5 different set of 16N runs with different PPO

concentrations are shown for 4 different Nhits regions in figure 5.30. As expected,

we can see that the scintillation rise time gets shorter, and the signal becomes more

strongly peaked for higher PPO concentrations. This fact makes the basis of the

Cherenkov signal extraction in the following section.

5.4.5 Identifying Cherenkov Signal in the Scintillator using 16N

As briefly discussed section 2.4, Cherenkov radiation is emitted when a charged par-

ticle passes through a dielectric medium at a speed higher than the phase velocity of

light in that medium (β > 1/n). For instance there is an energy threshold of ∼0.8

MeV for electron to emit Cherenkov radiation in water (n = 1.33). The Cherenkov

radiation propagates in form of a cone in the same direction as the moving charged
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particle. The cross section of the Cherenkov cone and the PMT array forms a ring,

known as Cherenkov ring. The topological information of the fired channels along

with timing information (event vertex) can be used to determine the direction of the

charged particle. The emission angle shown in figure 5.31 (left) can be described as

follows:

cos θ =
1

nβ
(5.12)

where β = vp
c
, and n is the refractive index of the medium. For instance the Cherenkov

angle in water at 20◦C is about 41◦. Cherenkov radiation can be emitted by an en-

ergetic charged particle in both water and liquid scintillator. However, the major

portion of the photons generated in liquid scintillator come from the scintillation

processes (∼ 95%). Identifying the Cherenkov signal in scintillator would give us

directionality information that can make a powerful tool to classify events with re-

spect to their source, for instance, separating the solar neutrinos versus other back-

grounds [67]. The Cherenkov signal is a very sharp signal. In other words, most of the

Cherenkov photons are generated within a short time span of (∼100ps). On the other

hand, the scintillation photons are generated over a much longer time span and spread

out due to the randomness of different scintillation processes. The timing difference

between Cherenkov and scintillation timing can be demonstrated through looking at

the time residuals of water events and scintillator-like events (see figure 5.36). The

difference in timing makes it possible to separate two signals within an event, and

extract the directionality information. However, as it was demonstrated in the previ-

ous sections, the timing profile of scintillation highly depends on PPO concentration.

Higher PPO concentrations make the rise time shorter, and as a result would make

it harder to separate the Cherenkov signal from the dominant scintillation signal. As

the first step to study Cherenkov signal in scintillator, 1,000,000 8B solar neutrino

events in 0.5 g/L PPO scintillator are simulated by J. Paton [139]. The 8B neutrinos

are energetic enough to generate significant Cherenkov signals. In order to find any

manifestation of Cherenkov signal, the hit angles distribution, cos θ, were probed over
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the first 10 ns of the hit time residuals, shown in figure 5.31. As it can be seen from

Figure 5.31: The figure on the left demonstrates the emission angle θ. The right plot shows
the hit time residuals of simulated 8B neutrinos versus cos(θ), taken from [139]

.

figure 5.31, the Cherenkov photons manifest themselves in form of a bump that is

peaked about cos(θ) ∼ 0.77 within the prompt hits, (-2, 1) ns of the hit time resid-

uals. The scintillation photons take over passed 2 ns, and the angular distribution

seems flat (isotropic). Furthermore, a sum over the early hit vectors, r̂pmts is used

to determine cos(ϕ) for every event. cos(ϕ) is a parameter that can be describes as

equation 5.13, and is highly correlated with the direction of the source.

cosϕ = r̂pmts.r̂evt (5.13)

where r̂evt is a normalized vector that represents reconstructed position with respect

to the source, and r̂pmts is a normalized vector that can be calculated as follows:

r̂pmts =

∑
hits r⃗j

|
∑

hits r⃗j|
(5.14)

where r⃗j is a vector pointing to the ith PMT with respect to the reconstructed posi-

tion. In order to ensure sufficient statistics in this analysis, I selected only the events

with more than 4 hits within their early time window.

In order to probe the 16N data in scintillator, two sets of MC simulations have been
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generated using RAT-6.17.6 for 0.5g/L and 2g/L PPO in which the source was set

to be at (-1121, 1041, 6108)[mm], and the scintillator interface at 3.8 m. Further-

more, I selected events with energy>4.5 MeV so that I have sufficient Cherenkov

photons. The hit time residuals versus the hit angles are shown in figure 5.32. As

expected, the Cherenkov emission angular peak is evident for 0.5 g/L PPO, which

is peaked around 0.8 within the early time residuals, whereas the early window is

populated by the dominant isotropic scintillation hits for 2g/L PPO. As described in

Figure 5.32: The hit time residuals versus the emission angles for simulated 16N scintillator-
events with 0.5 g/L PPO (left) and 2g/L PPO (right).

equation 5.13, cosϕ is calculated for early and delayed hits, and shown in figure 5.33.

It is demonstrated clearly that the early hits within the events contain the direction-

ality information as they are strongly peaked towards cosϕ ∼ 1, whereas the late

hits which are isotropic and show no significant correlations with the vector pointing

to the source. The delayed window is defined as hits with time residuals>5 ns. The

same approach is taken to identify the Cherenkov signal, and obtain the directionality

in 16N data. The average PPO concentration for this data set is measured to be 0.18

g/L and the interface was at 3.8 m. The energy cuts are accomplished using the Nhits

curve shown in figure 5.17. The Cherenkov emission angle peak is evident within the

early window of the hit time residuals, demonstrated in figure 5.34. Furthermore,

cosϕ is calculated, and a clear directionality towards the 16N source is observed for

the early hits.
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Figure 5.33: The plot shows cosϕ (direction) 0.5 g/L PPO MC. The red distribution shows
the sum over early hits and blue shows the delayed hits.
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Figure 5.34: The hit time residuals versus the emission angle of 16N data while the average
PPO estimated to be 0.18 g/L, shown on the left plot. The right plot shows the direction-
ality correlation of the early hits (blue), and the late hits (red).

Furthermore, the same analysis was performed on a set of 16N while the level of PPO

concentration is estimated to be about 0.33 g/L. The result is shown in figure 5.35.

cosϕ is calculated, and within the early hits (red) the correlation with respect to the

source position is demonstrated, in other words the distribution is clearly peaked to-

wards cos θ ∼ 1, however, as expected the directionality correlation is not as strong as

the 0.18 g/L PPO data set. As mentioned earlier, the directionality information from

Cherenkov signal provides a powerful tool to identify the signals from a known source.

In addition, this information can be used to improve the position reconstruction [139].
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Figure 5.35: The hit time residuals versus the emission angle of 16N data while the average
PPO is estimated to be 0.33 g/L, shown on the left plot. The right plot shows the
directionality correlation of the early hits (blue) and the late hits (red).

5.5 Summary and the Prospects

Tagged γ’s from the 16N source were used for several calibration analyses. As the

primary energy calibration source in water, the 6.1 MeV γ’s were used to calibrate

energy, verify the reconstruction algorithms, and determine the resolutions and sys-

tematic uncertainties, presented in section 5.3.

In addition, the source have been deployed externally throughout the filling process,

and the data were used for various scintillator analyses presented in section 5.4.2.

The tagged 6.1 MeV and 7.1 MeV γ’s were used to study the light yield in scintillator

with different PPO concentrations, and furthermore, used to determine the Birks’ pa-

rameters. Moreover, the position reconstruction algorithms are verified at the higher

radii, and the position dependencies of the light yield was investigated. The emission

timing of the scintillator cocktail is characterized using the time residuals of 16N, and

the timing constants are determined for different PPO concentrations. Finally, the

Cherenkov signal in liquid scintillator is identified using the 16N data.

113



Figure 5.36: Hit time residuals of tagged scintillator-like 16N events (green), the tagged
water-like events (blue), and the 210Po-like (far-like) events (red). The hits are normalized.

Furthermore, the time residuals of tagged 16N events along with other population of

events (e.g. 210Po) can be used to develop, and optimize timing event classifiers. For

instance, figure 5.36 shows the time residuals of tagged scintillator-like and water-

like 16N events along with 210Po-like events. As it can be seen, time residuals of the

210Po-like events is sharper and more peaked than the scintillator-like 16N. Multiple

Compton scatterings of tagged γ’s in scintillator explains the spread out time residuals

of these events. One class of timing classifiers are the in-time ratio classifiers. ITR

is an example of this class of classifiers, which is defined as the ratio between the

number of hits within the prompt window (-2.5, 5) ns and the total number of hits.

The prompt window can be optimized to increase the separation power for different

classes of events. For instance, figure 5.37 (top) shows in-time ratio classifiers with 3

different prompt window ranges, (-2.5, 5) ns on the left, (-2.5, 8) ns the middle, and

(-2.5, 10) ns on the right. 4 class of events are shown, the tagged scintillator-like, and

water-like 16N, tagged far events as discussed in section 5.4.3, and 210Po-like events.

Furthermore, another class of classifiers are defined as Nhits(prompt)−Nhits(delayed)
Nhits(total)

, shown

on the bottom row.
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Figure 5.37: The time-ratio type classifiers with different prompt windows are shown on the
top. The prompt windows are selected to be (-2.5, 5) ns on the left, (-2.5, 8) ns the middle,
and (-2.5, 10) ns on the right. The bottom row shows another class of timing classifiers

which is defined as Nhits(prompt)−Nhits(delayed)
Nhits(total) , and the same prompt windows are selected.

The green shows the tagged water-like 16N, the blue is the tagged scintillator-like 16N, and
pink is the 210Po-like events.

The prompt window of (-2.5, 10) ns shows the highest separation power between

tagged 16N and 210Po events. However, more sophisticated analysis can be done

through a grid search over the prompt windows.
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Chapter 6: In-situ 214BiPo Measurements

and the Effective Attenuation

Length

6.1 Introduction

As previously discussed in section 4.3, one of the most problematic backgrounds

comes from β-γ decays of 214Bi and 212Bi, with Qβ values of 3.27 and 2.25 MeV

respectively. As it can be seen from the decay chain shown in figure 6.1, 214/212Bi β-

decays are followed by 214/212Po α-decays with half-lives of τ1/2(
214Po)∼164.3µs and

τ1/2(
212Po)∼0.3µs, and Qα values of 8.95 and 7.8 MeV respectively. The energy of

these αs are quenched down to 0.9 MeV for 214Po, and 0.75 MeV for 212Po, in elec-

tron equivalent energy [93]. The delayed coincidence between bismuth and polonium

decays can be used to effectively tag and constrain these events. Furthermore, the

tagged 214BiPo events have been used for various calibration purposes such as energy

and position calibration, light yield studies, the scintillation timing studies, and de-

termining the optics of the detector [69, 74]. Moreover, In-situ BiPo measurements

can be used to monitor 222Rn ingress throughout the filling process, and also estimate

the level radioisotopes from 238U and 232Th decay chains. Section 6.2 describes the

delayed coincidence tagging technique, and the outlines the analysis selection criteria.

The delayed coincidence tagging is used to tag the BiPo events during partial-fill and

scintillator phase. The tagging results are presented in section 6.3. Finally, a toy
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Figure 6.1: The decay chain of 214Bi (left) and 212Bi (right). Red boxes show the potential
backgrounds for 0νββ signal.

model is developed that can be used to determine the effective attenuation length in

scintillator using the tagged 214Po. This toy model is described, and the obtained

results are presented in section 6.4.

6.2 Delayed Coincidence Tagging

Figure 6.1 shows the decay chain of 214/212Bi. As it can be seen, 214/212Bi undergo β

decay with 99% and 64% branching ratio, and produce short-lived 214/212Po, respec-

tively. In addition, 212Bi nuclei undergo α-decay with a branching ratio of 36%, and

produce 208Tl with half-life of 3.1 minutes. 208Tl undergoes various β and γ decays,

and eventually produces stable 208Pb by emitting 2.6 MeVγ’s. The short half-lives

of 214/212Po allows us to search for the coincidence of bismuth and polonium events

within certain Nhits (energy) ranges, occurring close together in time and space. Tag-

ging these coincident events in scintillator provides a clean sample of bismuth and

polonium pairs separated from the other backgrounds, which are uncorrelated in time

and position. However, the tagging performance is not as efficient in water phase due

to the much lower light yield. Table 6.1 summarizes the criteria used to perform coin-

cidence tagging for 214/212BiPo in scintillator. For the purpose of tagging 214/212BiPo

events in scintillator data, the energy ranges are selected in terms of the Nhits. Since
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the mean Nhits changes with PPO concentration, the tagged 214/212BiPo events can

be used to monitor the light yield across the detector throughout the filling process,

and study the PPO mixing process. The presented Nhits ranges are selected for pure

scintillator phase (full-fill).

Coincident

events

214BiPo 212BiPo

Fitter scintFitter/partialFitter==True scintFitter/partialFitter==True

Prompt Nhits 214Bi Nhits ∈[300, 1050] 212Bi Nhits ∈[120, 750]

Delayed Nhits 214Po Nhits ∈ [160, 320] 212Po Nhits ∈ [230, 380]

∆t [ns] [4000, 1e6] ns [400, 800] ns

∆r [mm] [0, 1000] mm [0, 1000] mm

Table 6.1: The analysis cuts used for delayed coincidence tagging of 214/212BiPo events. The
Nhits ranges are selected for the pure scintillator period. ∆t is the time difference between
the bismuth and polonium decays, and ∆R is the difference between the reconstructed
positions of the coincident events. In addition, further positional cuts were used depending
on the analysis. The cuts are taken from [140].

∆t is the time between the coincident 214/212BiPo events. In order to maximise the

tagging efficiency the width of sequential time window (∆t) is set to be several times

(∼ 7×) of polonium half-lives. Furthermore, ∆R < 1000mm is a proximity cut

that can remove pile-up coincident events effectively. The presented cuts are used

throughout the analysis in this chapter. In addition, further positional cuts are used

depending on type of the analysis, for instance, an additional interface cut, 800mm

< z1is required for the BiPo tagging in the partial-fill phase.

1The LAB/UPW interface was at z ∼750mm during partial-fill phase.
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Tagging Efficiency

The tagging efficiency of 214BiPo events in scintillator is a function of energy, PPO

concentration, and the reconstructed positions. The tagging efficiency and its depen-

dencies are investigated using MC simulations, and the average efficiency in partial-fill

found to be about ∼99% [141]. It was demonstrated that the tagging efficiency drops

significantly at the higher radii closer to the AV surface, for instance the efficiency

found to be about 95% within R ∈ [5.5, 6]m. This is expected since there is a higher

probability for the events (e.g. γ’s from bismuth) to escape the scintillator volume

at the higher radii. Figure 6.2 shows the tagged and untagged 214BiPo in scintillator

as a function of reconstructed radius from a MC simulation. The tagging efficiency

of 212BiPo is much lower due to the 36% branching ratio of 212Bi β-decay into 208Tl

with a half-life of 3.1 min.

Figure 6.2: Tagged and untagged 214BiPo events as a function of reconstructed radius, along
with the expected external γ’s, taken from [141].

6.3 214BiPo Tagging in Scintillator

This section discusses the delayed coincidence analysis of 214BiPo using the partial-fill

data and full-fill (scintillator phase) data. Furthermore, the results are presented and

discussed.
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Partial-Fill

As described in section 2.3, the filling process was interrupted and paused in March

2020 due to COVID-19 pandemic. This period delayed the filling process significantly,

however provided about 7 months of stable data with 365 tonnes of liquid scintillator

cocktail in the detector. SNO+ took advantage of this stable period to perform

a set of calibration using the tagged 214BiPos. The light yield, the reconstruction

algorithms, and the scintillation timing are studied in partial-fill using the tagged

BiPos [74, 141, 142].
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Figure 6.3: Results from tagged 214BiPo in partial-fill; (a) The Nhits distribution of tagged
214BiPo in partial-fill. (b) The time difference (∆t) between the tagged coincident Bi and
Po. (c) The difference between the reconstructed positions of the coincident 214BiPos. (d)
Reconstructed z vs. reconstructed ρ of the tagged 214Bi in partial-fill.
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The Nhits cuts presented in table 6.1 are modified to match the light yield in partial-

fill [74]. In addition, a positional cut of z > 800mm is applied to select the scintillator

events above the LAB/UPW interface. Furthermore, the neck is excluded selecting

the events with R < 6000mm, and further positional cuts are applied for the delayed

events (z > 1300mm). Figure 6.3 summarizes the results from tagged 214BiPo events

for a month worth of partial-fill data (April 2020). The half-life of 214Po is obtained

by fitting the ∆t curve, and found to be τ1/2 = 163.8 ± 0.4µs, consistent with other

measurements [143]. In addition, ∆R distribution from tagged data along with a set of

simulated 214BiPo events were used to investigate the position resolution. Moreover,

the external 2.6 MeV γ signal from 208Tl was identified and studied in partial-fill after

tagging and rejecting BiPo events. This analysis is described in chapter 7.

Scintillator Phase

The pure scintillator phase has started in May 2022, while the detector was filled

with ∼780 tonnes of scintillator cocktail with the target PPO concentration of 2 g/L.

The delayed coincidence tagging has been performed on the full scintillator data, and

the tagged 214BiPo events along with the external AmBe source have been used as

the primary calibration sources for the time being until the dedicated scintillator cal-

ibration sources are ready. The applied cuts are presented in table 6.1. Furthermore,

the time residuals of tagged 214Bi events was used to study the emission time, and

to determine the scintillation timing constants [69]. The results from the tagging

analysis are presented in figure 6.4. The half-life of 214Po is estimated by fitting ∆t

curve, and found to be τ1/2 = 162.8 ± 0.7µs. Furthermore, the reconstructed radius

of tagged 214Bi and 214Po are shown in figure 6.4. The radial distribution of the

Nhits is consistent with the external 16N and the AmBe data, for instance, we can

confirm the previously observed light yield suppression at the higher radii in tagged

214BiPo events. However, unlike the external calibration data in which suffers from

low statistics at lower radii (R < 4m), the tagged BiPo events take place almost

everywhere across the detector volume. Therefore a full radial stratification of the
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Nhits (light yield) is possible using the tagged BiPo pairs. A toy model has been

developed that can be used to determine the effective attenuation length by fitting

the radial stratification of the mean Nhits. The next section describes this model in

detail, and presents the analysis result.
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Figure 6.4: Results from tagged 214BiPo in pure scintillator phase using the data from May
2022; (a) The Nhits distribution of tagged 214BiPo in partial-fill. (b) The time difference
(∆t) between the tagged coincident Bi and Po. (c) The difference between the reconstructed
positions of the coincident 214BiPos. (d) Reconstructed x vs. reconstructed y [mm] of the
tagged 214Bi in the full detector.

6.4 Effective Attenuation Length from 214Po

As it can be seen from figure 6.5, the light yield of the tagged bismuth and polonium

events increases with radius up to R ∼ 5.2m which gives the maximum Nhits. This
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has been observed from other sources such as internal 210Po α decays [134]. This

effect is mainly caused by the shorter attenuation for shorter paths.
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Figure 6.5: Nhits of tagged 214Bi (a), and 214Po (b), vs. the reconstructed radius in scintil-
lator.

The internal reflection takes over passed R ∼5.2m, and the light yield is significantly

suppressed. This light yield drop has been observed, and studied using external

calibration sources (see section 5.4). The radial distribution of the mean Nhits of

tagged 214Po is fit by a model to determine the effective attenuation length of the

detector in pure scintillator phase. Unlike the β decay spectrum, 214Po α-decay

signal is relatively straightforward to characterize, and can adequately fit a Gaussian.

Therefore, tagged 214Po Nhits is favored over 214Bi for this analysis. In addition,

to avoid the dominant light suppression passed 5.2 m, only 214Po events that are

reconstructed within the radius of [0, 5.2]m are selected. The ultimate goal of the

model would be to parameterize Nhits(r) as a function of reconstructed radius in

the detector. The model is based on a very fundamental assumption; in case of a

physics event, the probability of the ith PMT registering a hit can be described as the

Poisson distribution of the number of arriving photons (p.e.), which is demonstrated

in equation 6.1.

P i
hit ∼ Poi(µi) = 1− e−µi (6.1)
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where µi is the number of p.e. arriving at the ith PMT. The total number of fired

PMTs can be expressed in form of a summation over all the working PMTs, and can

be written as follows:

Nhits =
∑

PMTs

(1− eµi) =

∫
σdA⃗(1− e−µ(r⃗)) (6.2)

The discrete form of Nhits shown in equation 6.2 can be written in form of an integral

over the surface area, where dA⃗ is the differential surface area, and σ is the surface

density of the number of good PMTs, and can be written as:

σ =
Ngood pmts

Area
(6.3)

Figure 6.6 demonstrates the geometry and the parameters used in this model. In

order to simplify the problem we can take advantage of the existing symmetry along

the vector pointing to the event vertex, and select the differential surface element

(dA⃗) to be a ring with the width of dl on the surface of the PSUP. The differential

surface element is shown with a dashed line in the figure 6.6, and can be expressed

as dA⃗ = dγ2πR2 sin(γ), where R is the radius of PSUP. Therefore the Nhits(r) can

be written as:

Nhits(r⃗) =

∫ π

0

σ(r)dγ2πR2 sin γ(1− e−µ(r⃗)) (6.4)

The number of photons (µ) arriving at a PMT can be scaled up for a sphere with the

radius of the distance that photons travel to reach the PMTs on the ring (rpmt), and

can be written as follows:

µ = Np.e.
Apmt

4πr2pmt

cos(ϕ) (6.5)

where Np.e. is the total number of photons passed a sphere with radius of rpmt around

the event vertex. In fact, Np.e. is not quite the same as the total number of generated

photons. The generated photons attenuate due to absorption and scattering as they

travel in the AV, acrylic, and the external water. Furthermore, the PMT angular

response needs to be taken into account in the model. Therefore, the number of
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photons (Np.e.) at a certain distance rpmt can be included in the model as follows:

Np.e. = N0e
−λrpmtf(ϕ) (6.6)

where N0 is the total number of generated photons in a physics event, λ represents

the effective attenuation length of the media, and f(ϕ) is a function that describes

the PMT angular response.

Figure 6.6: The figure demonstrates the parameters used in the toy model to describe Nhits
as a function of r⃗ and γ.

The PMT angular response has been measured for different wavelengths using the

laser-ball [76]. Figure 6.7 shows the measured angular response. For the purpose of

this analysis, the angular response for λ ∼420 nm is selected, f(ϕ) is included in form

of a table from RAT-7.0.0.
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Figure 6.7: The PMT angular response measured during the water phase using laser-ball,
taken from [76]

The presented variables rpmt and ϕ need to be written in terms of the reconstructed

radius (r) since we are fitting Nhits(r). Using the geometry of the system one can

write:

rpmt =
√
R2 + r2 − 2rR cos(γ) (6.7)

cos(ϕ) =
R− r cos γ√

R2 + r2 − 2rR cos γ
(6.8)

Using the two equations above, we can re-write equation 6.2 in terms of r. The tagged

214Po from May 2022 is used to fit Nhits(r), and obtain the effective attenuation length

(λ). Figure 6.8 shows the mean Nhits from a Gaussian fit using tagged 214Po data

versus the mean reconstructed radius. The radial stratification of Nhits is obtained

for the intervals of 25cm along the radius. The functional form demonstrated in

equation 6.2 is used to fit the data, and the effective attenuation length is estimated.

The red line shows the best fit. λeff is estimated to be 0.0001321 ± 0.0000165 mm−1,

and the effective attenuation length is found to be 7547±928 mm for the full-fill.

Furthermore, Ryan Bayes carried out the same type of analysis using the 214Bi events

from May 2022, and determined the effective attenuation length to be 7461 ± 789

mm [144] which is consistent with the obtained value from the 214Po events.
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Figure 6.8: The mean Nhits from tagged 214Po in vs. the mean reconstructed radius in
scintillator. The red line shows the best fit for the functional form of Nhits(r) from the
model.

6.5 Summary and the Prospects

The delayed coincidence tagging technique is discussed in section 6.2, and furthermore

the performance of this technique for tagging 214/212BiPo events are demonstrated.

This technique was used to tag 214/212BiPo pairs during the partial-fill and the pure

scintillator phase. The results are presented and discussed in section 6.3. The tagged

214BiPo events are used for various purposes such as monitoring 222Rn ingress in the

scintillator volume, scintillation timing studies, position reconstruction studies, light

yield studies, and optical calibration. I have developed a model that describes the

light yield as a functional form of the reconstructed radius. This model is described

in detail in section 6.4. The effective attenuation length of the detector is estimated

in the full-fill by fitting the Nhits(r) from the tagged 214Po events to the model.

The effective attenuation length found to be 7547±928 mm which is consistent with

other measurements. In order to find the attenuation length of each medium, more

sophisticated analysis can be performed selecting sub-sets of PMTs.
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Chapter 7: External Backgrounds in SNO+

7.1 Introduction

The external γ’s are coming from the 232Th and 238U decay chains in the acrylic, the

rope systems (HD and HU ropes), the external water in the cavity, the AV outer and

inner dust, and the PMTs (see section 4.3.2). The most concerning γ emitters are

208Tl and 214Bi produced in thorium and uranium decay chains, respectively. They

both undergo β decays, and furthermore produce several γ’s with energies up to 2.6

MeV. Figure 7.1 shows the true energy of simulated γ’s from external 208Tl and 214Bi in

the acrylic. These γ’s can be reconstructed at energies within the 0νββ energy region

and solar neutrino signals, therefore it is crucial to identify and reject them. The

primary method to constrain the externals is staying away from the acrylic surface by

selecting a spherical region around the center of the AV known as the fiducial volume

(FV). Determining the radius of the fiducial volume is a compromise between rejecting

the external background and sacrificing the signal [92]. Furthermore, as discussed

in section 3.5, a set of timing and topological event classifiers are developed, and

optimised for different sources of external γ’s versus 0ν signal. This chapter describes

the expected signal from external γ’s in SNO+. Furthermore, section 7.3 discusses

some of the timing and angular classifiers that can be used to identify and reject the

externals based on their hit time residuals and their PMT hit patterns. Using a set of

MC simulations, the rejection efficiency and the signal sacrifice of the classifiers are

investigated for the solar neutrinos within various fiducial volumes. Furthermore, it is

demonstrated that the classification performance can be improved utilising supervised
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learning methods (TMVA), discussed in section 7.3.1. In addition, a set of analysis was

performed on the partial-fill data, and the 2.6 MeV signal from 208Tl was identified,

and discussed in section 7.4. Finally, the level of 208Tl γ’s from the hold-down ropes

is estimated taking advantage of their angular symmetry, discussed in section 7.4.1.

7.2 External γ’s from 208Tl and 214Bi
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Figure 7.1: The true energy of external γ’s from simulated 208Tl and 214Bi in the acrylic is
shown on the left. The reconstructed radius of the external γ’s is on the right, simulated
using RAT-6.16.8.

Figure 7.1 (right) shows the reconstructed radius of external γ’s from various sources

of 208Tl simulated using RAT-6.16.6. All the rates are scaled up to match the ex-

pected number of events within 1 year of data taking in scintillator [110]. As expected,

the number of reconstructed events falls off with the distance from the surface of AV,

about 99% of external γ’s are expected to be reconstructed further than R ∼5.2 m.

This will simply imposes a limit upon the chosen fiducial volume of SNO+. The fidu-

cial volume can be vaguely defined as the region which is not background dominant,

in other words, events that are reconstructed outside of this region are statistically

likely to be backgrounds. As the first step to study the external γ’s, a set of MC

simulations was generated for different sources of external 208Tl and 214Bi. Tables 7.1

and 7.2 summarize the simulation statistics as well as the expected number of events

within a year of data taking from each source of 208Tl and 214Bi respectively. The ta-

129



source expected events/ year total simulated ev total recorded events events with valid fitter # files scale factor

Exwater 3.92e+06 1.97861765e+08 1.1615734e+07 4.63769e+06 870 0.0198118

HD ropes (2.32/1.55)e+6 (full/shell) 7.2171494e+07 4.9259799e+07 2.0789756e+07 2509 0.0214766

HU ropes (4.78/1.67)e+05 (full/shell) 1.0655959e+07 4.320474e+06 2.21292e+06 180 0.015672

AV outer dust 4.6e+05 4.599955e+6 3.819951e+06 1.88314e+06 209 0.100001

AV inner dust 2.48e+04 1.348958e+06 1.24112e+06 6.95507e+05 110 0.0183846

AV Tl208 1.5e+06 1.4915624e+07 1.3350106e+07 7.57649e+06 887 0.0993309

PMT β γ’s 7.18e+04 7.275614e+06 6.149961e+06 5.38575e+06 711 0.009868

Table 7.1: The table shows the MC statistics for external 208Tl. The background rates are
taken from [110]

Source expected events/ year total simulated ev total recorded events first events with valid fitter # files scale factor

Exwater 1.32e+08 1.320162393e+09 4.45968e+07 9.07389e+05 2384 0.0999877

HD ropes 2.72e+06 2.49821660e+08 1.14363e+08 5.38897e+05 3169 0.0108878

HU ropes 2.92e+05 4.4983356e+07 1.25045e+07 4.1740e+04 456 0.0064913

AV outer dust 7.75e+05 1.5512629e+07 8.80361e+06 2.18702e+05 306 0.04996

AV inner dust 4.15e+04 8.301979e+06 7.37303e+06 2.0731e+04 391 0.00499881

AV Bi214 1.28e+07 1.28027e+08 8.12944e+07 4.71771e+06 3219 0.0999785

Table 7.2: The table shows MC statistics and the background rates for 214Bi, the background
rates are taken from [110]

ble also shows the expected number of events with valid scintFitter. The expected

number of simulated events with valid scintFitter demonstrates that the AV and

HD ropes are expected to be the two dominant sources of external backgrounds in

scintillator [145]. Therefore, to simplify this analysis, the simulated γ’s from the AV

was carried out as a reference background signal to obtain the classifiers cuts/decision

boundaries, and furthermore, to investigate the rejection efficiency versus the solar ν

signals. The next section focuses on the timing and angular classifiers, and discusses

their rejection efficiency for different fiducial volumes.

7.3 Timing and Topological Event Classifiers for External

208Tl and 214Bi

As describes in section 3.5, a set of timing and topological classifiers are developed

based on the log-likelihood of PMT hit time residuals and hit patterns of the external

γ’s. Assuming 0νββ decay as the desired signal, these classifiers are optimised and

weighted for 4 main sources of external γ’s, AV, HD ropes, external water, and PMTs.
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Overall, there are 16 classifiers; 4 topological, and 12 timing classifiers, 3 different sets

that are weighted differently.

10− 5− 0 5 10 15 20
Ext0NuTimeTl208AVNaive

0

200

400

600

800

1000

1200

1400

1600

310×

e
v
e
n

ts

Ext0NuTimeTl208AVNaive

Tl208 AV
Bi214 AV
Solar CNO nu
Solar pep nu
Solar Be7 nu

(a)

12− 10− 8− 6− 4− 2− 0 2 4 6
Ext0NuAngleTl208AV

500

1000

1500

2000

2500

310×

e
v
e
n

ts

Ext0NuAngleTl208AV

Tl208 AV
Bi214 AV
Solar CNO nu
Solar pep nu
Solar Be7 nu

(b)

Figure 7.2: The timing classifier (a) and angular classifier (b) (naive weight option) for
simulated solar ν, the external 214 and 208Tl from the AV.

ext0NuTimeTl208AVNaive and ext0NuAngleTl208AV are timing and angular classi-

fiers that are developed and optimized to reject the 208Tl γ’s from the AV which is

the dominant source of external γ’s as demonstrated earlier. These two classifiers

are frequently used throughout this analysis since they found to be more effective

than the other classifiers (e.g. Fisher’s weight). The desired physics signal that was

carried out in this analysis is a set of simulated solar neutrinos; CNO νe/µs, pep νe/µs,

8B νe/µs, and
7Be νe/µs. Figure 7.2 shows the timing classifier (a) and the angular

classifier (b) for the simulated data. Table 7.3 shows certain cuts on these classifiers

together with their expected sacrifice levels for the 0ν signal obtained by [146, 100].

As the first step, the simulated external 208Tl and 214Bi data together with the solar ν

were used to determine the rejection efficiency and the sacrifice level of the presented

cuts on the classifiers. The fiducial volume is set to be R <5.5m. Figure 7.3 shows

the reconstructed energy spectrum of the simulated external backgrounds and the

solar signal with two different sets of classifier cuts as presented in table 7.3, the 0ν

sacrifice of 0.1%(top), and 1% (bottom). The data were scaled to match the expected

number of events for 1 year worth of data in scintillator. The sacrifice level and the
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rejection of different signals are presented in the legend, and it is verified that the

classifiers are effective, and can reject the external γ’s up to 78%. However, it can

be seen that there is a large sacrifice for lower energy solar ν. This is expected since

the classifiers were originally tuned for events with energies about 2.5 MeV 0ν signal.

Furthermore, an additional energy cut of 1.5 MeV< E was applied on the data, and

the results are presented in figure 7.4. The set of cuts on the classifiers along with the

energy cut show about 25% and 54% of rejection for γ’s, and sacrifice level of 0.2%

and 4% for solar ν signal for two sets of cuts on classifiers, respectively. Even though

the presented 0ν cuts seem effective for distinguishing the solar ν signals from the

externals, they can be significantly improved. The next section describes some of the

techniques that can be used to improve the classification performance.

Classifiers
sacrifice

<10%

<1% <0.1%

ext0NuTimeTl208AVNaive >13.8 >7.8 >0.6

ext0NuAngleTl208AV >-3.45 >-6.25 >-19.55

Table 7.3: The timing and angular classifiers for external 208Tl from the AV along with
proposed cuts and associated sacrifice for fiducial volume set to be R<5.5 m are shown in
this table.

7.3.1 Optimizing Classification using Supervised Learning Methods (TMVA)

As it can be seen from figure 7.4, a set of simple cuts on 0ν timing and topological

classifiers are found to reject the external γ’s effectively. However, the sacrifice level

for the lower energy solar ν signal is found to be significantly high, as demonstrated in

figure 7.3. Therefore, one can suggest utilizing optimization methods to find a more

effective decision boundary rather than a set of cuts which was originally obtained for

0ν signal. In order to find the decision boundary, I have used a supervised learning

tool kit known as TMVA (Toolkit for Multivariate Data Analysis).

132



Energy (MeV)
0 1 2 3 4 5 6 7 8

e
v

e
n

ts

1

10

210

310

410

Expected solar and ExBG signal with FV5500 and 0.1% sacrifice
Bi214 from AV, reduction= 0.219733
Bi214 from hd, reduction= 0.251506

Bi214 from AV out dust, reduction= 0.223606

Bi214 from exw, reduction= 0.263294

Bi214 from HU, reduction= 0.175525

Bi214 from AV inner dust, reduction= 0.307505

sum of ext Bi214, total reduction = 0.235263

Tl208 from AV, reduction= 0.249908

Tl208 from hd, reduction= 0.246929

Tl208 from AV out dust, reduction= 0.242069

Tl208 from exw, reduction= 0.243373

Tl208 from HU, reduction= 0.183128
Tl208 from AV inner dust, reduction= 0.399528

Tl208 from pmt bgs, reduction= 0.0667464

sum of ext Tl208, total reduction = 0.228657

sum of ext, total reduction = 0.233606

Solar CNO nue sacrifice= 0.224355

Solar CNO numu sacrifice= 0.229663

Solar Pep numu sacrifice= 0.143928

Solar Pep Nue sacrifice= 0.141119

Solar B8 Nue sacrifice= 0.0250817

Solar B8 numu sacrifice= 0.0296203

Solar Be7 Nue sacrifice= 0.285194

Solar Be7 numu sacrifice= 0.282592

Energy (MeV)
0 1 2 3 4 5 6 7 8

e
v

e
n

ts

1−10

1

10

210

310

Expected Solar and ExBG signal FV5500 and expected 1% sacrifice
Bi214 from AV, reduction= 0.741353

Bi214 from hd, reduction= 0.783754
Bi214 from AV out dust, reduction= 0.750728
Bi214 from exw, reduction= 0.788251
Bi214 from HU, reduction= 0.730438

Bi214 from AV inner dust, reduction= 0.774056
sum of ext Bi214, total reduction = 0.759024
Tl208 from AV, reduction= 0.582244
Tl208 from hd, reduction= 0.584923

Tl208 from AV out dust, reduction= 0.559744
Tl208 from exw, reduction= 0.57237
Tl208 from HU, reduction= 0.476989
Tl208 from AV inner dust, reduction= 0.735962

Tl208 from pmt bgs, reduction= 0.275805
sum of ext Tl208, total reduction = 0.547865
sum of ext, total reduction = 0.706086
Solar CNO nue sacrifice= 0.972902

Solar CNO numu sacrifice= 0.975202
Solar Pep numu sacrifice= 0.92665
Solar Pep Nue sacrifice= 0.925693
Solar B8 Nue sacrifice= 0.20341

Solar B8 numu sacrifice= 0.23271
Solar Be7 Nue sacrifice= 0.999991
Solar Be7 numu sacrifice= 0.999993

Figure 7.3: The reconstructed energy spectrum of the external gammas as well as solar
neutrinos above 0.1 MeV (MC), with the timing/topological classifiers cuts presented in
table 7.3. The FV is selected to be R <5.5m. The number of events are scaled up to 1 year
worth of data taking. The sacrifice of every signal is presented is shown in the legend.
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Figure 7.4: The reconstructed energy spectrum of the external γ’s as well as solar neutrinos
above 1.5 MeV (MC), with the timing/topological classifiers cuts presented in table 7.3.
The number of events are scaled up to 1 year worth of data taking. The sacrifice for every
signal is shown in the legend.

TMVA is a ROOT-integrated package providing a supervised learning environment for
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multivariate analysis such as event classification and regression. TMVA utilizes several

implemented classification methods such as the decision tree, neural networks, likeli-

hood, the Fisher’s linear discriminant, etc. TMVA classification consists of two steps:

i) the training, where the selected multivariate classification methods are trained,

tested, and their performances are evaluated, ii) the application, where the trained

classification methods are booked and applied on a data set. The communication be-

tween the data set and the MVA classification methods is handled through the Factory

object. The TMVA::Factory provides functions to perform the followings: i) to split

and specify the training and the test subsets of data, ii) to register the discriminating

input variables from data1, and iii) to book the preferred classification methods [147].

The TMVA::Factory performs the training, testing, and the evaluation of the booked

methods, and returns the results in form of files consisting ”weights” for each classifi-

cation method. Furthermore, the performance of various methods can be investigated,

and the most appropriate method can be selected.

Figure 7.5: Flow of a typical TMVA training process (left), and the application process
(right), taken from [147].

1In the case of this analysis, the timing and topological classifiers can be passed as discriminating
variables.
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In order to apply the trained classifiers, the obtained weights can be used on a data

set with unknown composition. The application of the trained classifiers is handled

through the TMVA::Reader object. Figure 7.5 shows an overview of two phases of

TMVA classification.

The input data set can be passed to TMVA::Factory for training as a ROOT TTree,

and the signal and background can specified in the same tree or in different trees.

Furthermore, overall weights can be assigned to the signal and background2. For

the purpose of this analysis, a set of simulated external backgrounds and the solar

neutrino signal were passed as different the background and signal trees, respectively.

Furthermore, the data were split into two subsets, 90% of data were used for training,

and 10% is used for testing and the performance evaluation. In addition, 9 variables

are registered to be used by the MVA classification methods, 4 timing and angular

classifiers, Nhits and energy, ITR , the reconstructed position (R), and the nearAV

classifier. Figure 7.7 and 7.6 show the correlation matrices of the passed variables for

the solar ν signal and the external backgrounds respectively. As expected some of

the registered variables are highly correlated such as Nhits and the energy.
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Figure 7.6: The correlation matrix of the registered variables (classifiers) for the background
signal.

2Worth mentioning that event-by-event weights can be assigned to the training data through the Factory,
however is beyond the scope of this analysis.
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Figure 7.7: The correlation matrix of the registered variables (classifiers) for the solar ν
data.

Furthermore, I have booked the ”Cuts”, Fisher’s discriminant, and the Boosted De-

cision Tree (BDT) as the classification methods. The method ”Cuts” essentially

consists of a set of cuts on the given variables. Fisher’s linear discriminant finds

a decision boundary based on the linear combination of variables, for instance the

Fisher’s decision boundary for 2 given variables (x1, x2), would be line on the x1-x2

plane that maximises the separation between the background and signal.
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Figure 7.8: The plot shows the ROC curve for three classification methods booked through
TMVA. It can be seen that the separation power can be significantly improved using Fisher’s
Discriminant and Boosted decision tree.
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The decision tree is a binary tree structured classifier based on partitioning data

upon yes/no decisions that are taken on one single variable until a stop criterion is

fulfilled. Eventually, the phase space is split into sub-regions that are classified as

either signal or background based upon the majority of the training events that end

up in the final leaf node. Figure 7.9 gives an overview of decision tree classification.

The boosted decision tree essentially extends this concept from one tree to several

trees forming a forest [147]. The trees are derived from the same training data set

by re-weighting events, and are combined into a single classifier, given by the average

of the individual decision trees. Boosting can stabilize the response of the decision

trees with respect to fluctuations in the training sample, and is able to considerably

enhance the performance. The simulated data were scaled to the expected rates, and

Figure 7.9: Starting from the root node, a sequence of binary splits using the discriminating
variables xi applied to the data. Each split uses the variable that at this node gives the best
separation between signal and background. The same variable may thus be used at several
nodes, while others might not be used at all. The leaf nodes at the bottom end of the tree
are labeled either as signal or background depending on the majority of events that end up
in the respective nodes. The schematic is taken from [147].

passed to a ROOT macro file which was modified for this analysis. Figure 7.8 shows

the performance of the three booked methods on the training data. As it can be seen,

the Fisher’s cuts and the boosted decision tree can effectively improve the separation

power while having a low sacrifice level for the signal. This is an ongoing study, and

138



the classification can potentially improve by selecting the registered variables more

sophisticatedly.

7.4 Identification of external backgrounds from 208Tl

This section is dedicated to identification of the 2.6 MeV γ peak from external 208Tl.

The lower energy external γ peaks from 208Tl are more difficult to identify due the

significant rates of other backgrounds such as γ’s from 40K and 214Bi. One of the

major backgrounds for the 2.6 MeV 208Tl signal comes from 214Bi β-decays inside

the scintillator volume. As described previously, 214Bi is a product of 222Rn decays,

and undergoes several β and γ-decays with a Qβ-value of 3.27 MeV. Therefore, they

can mask the 2.6 MeV γ peak. 214Bi decays into 214Po that subsequently undergoes

α decay with half-life of 164µs. As described in detail in chapter 6, SNO+ utilizes

the delayed coincidence technique to tag these coincident events. Figure 7.10 (a)

shows the Nhits distribution of simulated external γ’s from 208Tl (blue), and a set of

simulated 214Bi decays in scintillator in partial-fill. The rates are scaled to match the

number of tagged 214BiPo events in April 2020 in partial-fill. Furthermore, figure 7.10

(b) shows the Nhits from a set of MC simulations of the most dominant sources of

the external γ’s; the AV and the HD ropes.

139



400 500 600 700 800 900 1000
Nhits

0

100

200

300

400

500

600

700

800

e
v
e
n

ts

BiPo214MC_bipo214_MC_partial

 BiPo214 evts 

 External Tl208 gammas

(a)

400 500 600 700 800 900 1000
Nhits

0

1000

2000

3000

4000

5000

6000

7000

8000

e
v

e
n

ts Tl208 AV

Tl208 HD

Tl208 HD+AV

Bi214 AV

sum external

(b)

Figure 7.10: (a) Nhits of simulated external 208Tl γ’s from the AV, as well as the simulated
214Bi events in the scintillator volume, simulated for the partial-fill geometry. (b) shows the
simulated Nhits distribution for dominant sources of external 208Tl and 214Bi γ’s.

Figure 7.11 shows the reconstructed radius of simulated external γ’s from 208Tl and

214Bi as well as simulated internal 214Bi (pink). It is estimated that more than 99%

of the external γ’s are being reconstructed at R >5 m, where as only 37% of the total

214Bi events are reconstructed within this region. This can simply impose a radial

cut of R > 5m on the region of interest for this analysis. In addition, to avoid the

hot spot around the PFA tube1, I have only selected the events with ρ >2m where

ρ =
√
x2 + y2. Furthermore, an interface cut of z > 0.8m was used. As the first step,

using the delayed coincidence tagging the 214BiPo events are tagged and removed

from the partial-fill data. In order to capture most of BiPos in this analysis, a set of

generous Nhits cuts are used, Nhits∈(350, 1000) and (120, 400) for 214Bi and 214Po

respectively. The timing and position criteria are the same as the ones described

in chapter 6. For the purpose of this analysis, the partial-fill data from stable

runs (Partial Gold) between April 1st and July 1st 2020 are selected. Figure 7.12

(a) shows the time difference between the tagged BiPo coincident events within the

region of interest in this time period. The curve matches the half-life of 214Po. In

addition, figure 7.12 shows the reconstructed position of the events after removing

1PFA tube was a temporary tube that was deployed into the AV through the UI, and was used to remove
the UPW throughout scintillator filling.
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the tagged 214Bis within the region of interest.
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Figure 7.11: The reconstructed radius of simulated 214Bi events (pink) as well as the simu-
lated external gammas from 208Tl (red) and 214Bi (blue).
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Figure 7.12: (a) shows the time difference between the tagged BiPo events for 3 months
of partial-fill data. (b) shows the region of interest for 2.6 MeV signal from 208Tl, and the
reconstructed position of the events after removing the BiPos.

Figure 7.13 shows the Nhits distribution of the events within the region of interest of

2.6 MeV γ peak after removing all the tagged 214BiPo events. The peak is identified

in the partial-fill data, and the mean Nhits is estimated to be about 756 Nhits ±26

from a Gaussian fit. The identified 2.6 MeV γ peak is consistent with the global

calibration curve from partial-fill calibration data shown in figure 7.14 [88]. The 2.6

MeV peak from a set of partial-fill run-by-run MC is found to appear about 580
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Nhits. This discrepancy is expected and observed from other sources before tuning

the partial-fill optics.
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Figure 7.13: The Nhits distribution in partial-fill (208Tl-like) after removing the BiPo events
is shown on the left (a). A Set of MC simulations for the dominant sources of external γ’s
is shown on the right (b).

Figure 7.14: The global calibration curve for partial-fill calibration data (16N and AmBe).
The pink data point is the fit value from the identified 2.6 MeV 208Tl peak.

7.4.1 208Tl from Hold Down Ropes

One of the significant sources of external γ’s comes from the Hold-down and Hold-up

ropes. In addition, these γ’s have a higher chance to penetrate deeper into the fiducial

volume due to their close proximity. Therefore, it is crucial to study the backgrounds

from the ropes, and determine their rates.
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Figure 7.15: The reconstructed position (x−y) of the events above 600 Nhits after removing
the tagged 214BiPo events (a), the true position of the hold-down ropes from MC(b), and
the reconstructed position (x− y) of the tagged 214Bi in partial-fill (c).
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The γ’s from HD ropes are expected to contribute up to about 35% of the external

208Tl signal in scintillator (see table 7.1). The rates of γ’s from HU ropes are ex-

pected to be an order of magnitude smaller than HD ropes since they are older, and

the major portion of their radioactive elements have decayed away. This analysis fo-

cuses on determining the level of external 208Tl from HD ropes, and assumes the HU

contribution to be negligible. The basic cuts used in this analysis, for both partial-fill

data and the generated run-by-run MC, are presented below:

• Energy > 2.6 MeV (MC) (Nhits>756 in partial-fill data)

• R > 5m

• 0.8< Z < 3m

In order to avoid the lower energy γ’s from other sources such as 40K, only events

with energies greater than 2.6 MeV were selected. Since the ropes are localized

sources compared to the other sources such as the AV, they will be more evident

in the reconstructed position of the events, for instance figure 7.15 (a) shows the

reconstructed position on the x − y plane of the events in partial-fill after removing

the tagged 214BiPo. Figure 7.15 (b) shows the true position of the HD down ropes

on the x− y plane, and can help identifying the hot spots around the ropes in data.

Finally, the reconstructed position of tagged 214Bi is shown in figure 7.15, and as

expected they seem to be randomly distributed.
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(a) (b)

Figure 7.16: (a) shows a top-view drawing of the position of Hold-down ropes, and (b)
shows schematics of HD system, taken from [61].

There are 20 HD ropes (10 pairs), and each rope is expected to be separated from the

adjacent rope by 18◦ in terms of azimuthal angle ϕ, as demonstrated in figure 7.16. In

addition, the angular (ϕ) distribution of the partial-fill data after removing 214BiPo

were shown in figure 7.17 (b), in which 20 distinct peaks can be identified. One

can suggest a method to isolate the γ’s from the ropes from the other events, and

furthermore determine their background rates [148], taking advantage of their posi-

tional/angular symmetries.

1.5− 1− 0.5− 0 0.5 1 1.5

1080

1100

1120

1140

1160

1180

1200

(a)

0 50 100 150 200 250 300 350
Φ

350

400

450

500

550

600

650

700

750

e
v
e
n

ts

(b)

Figure 7.17: Azimuthal angle distribution of the tagged 214BiPo (a), and all the events after
removing 214Bi (b) where 20 peaks can be identified.

In order to isolate the γ’s from the ropes, I have used a method known as stacking
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method. In this method the azimuthal distribution is divided into 18◦ segments with

a rope at the center of the interval (9◦). The events within the segments can be

summed up together and plotted in the range of 0-18◦ instead of the full azimuthal

range (-180◦, 180◦). Therefore, the γ’s from the ropes are expected to form a peak at

about 9◦ in the stacking angular distribution, whereas all the other isotropic sources

would make a flat distribution.

(a) (b)

Figure 7.18: Stacked up azimuthal angle distribution of the events (a). The peak integral
is shown in green. The selected region of interest for rope analysis is shown in (b), taken
from [148].

The peak integral can be calculated by removing the events below the baseline, as

demonstrated in figure 7.18. The baseline can be estimated by averaging the bin

height of the two minimum bins from both sides. Therefore the peak integral can be

calculated as follows:

Apeak = X − n

2
(
M1 +M2

2
+
MN−1 +MN

2
) (7.1)

where X is the total number events in n bins, n is the number of bins across which the

integral is calculated, and N is the total number of bins across ϕ. The peak integral

can indicate the relative rate of γ’s from the ropes. Assuming that the peak integral

is a normal distribution, the standard deviation of Apeak can be written as follows:
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σA =

√
X − (

n

2
)2(
M1 +M2

22
+
MN−1 +MN

22
) (7.2)

Figure 7.19 shows the stacked up ϕ distribution of each month during the partial-fill

along with their live-times.

Figure 7.19: Stacked up ϕ distribution of events after removing tagged 214Bi in partial-fill.

Furthermore, a set of run-by-run MC was generated and scaled up to the expected rate

of 208Tl from the HD ropes [110]. The peak integral from the MC is calculated, and

the ratio between the peak integrals Adata

AMC
for each month is presented in figure 7.20.

The average ratio found to be 0.31±0.05. Moreover, the level of γ’s from the HD

ropes has been measured during water phase by Iwan Morton-Blake [148], and the

average ratio of peak integrals found to be about 0.29±0.03 which is consistent with

the partial-fill measurements. Figure 7.20 (b) shows the measured ratio from the

water phase data for various energy regions.
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Figure 7.20: (a) The ratio of peak integrals (Adata
AMC

) for 6 months during the partial-fill
for events with energies higher than 2.6 MeV. (b) The ratio of peak integrals vs. energy
measured during the water phase by [148].

7.5 Summary

The external γ’s from 208Tl and 214Bi are discussed in detail, and the performance of

0ν timing and topological classifiers are investigated in section 7.3. Furthermore, it

was demonstrated that the supervised learning methods can be utilised to optimize

the classification and improve their performance for distinguishing solar ν signal from

the external γ’s. For this purpose, I have used ROOT’s TMVA package. Furthermore,

the 2.6 MeV γ peak from external 208Tl is identified in partial-fill data. The mean
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Nhits is estimated to be about 756 ± 26 from a Gaussian fit. Finally, the γ’s from

HD ropes is isolated using the angular symmetry of the ropes, and the background

level is estimated to be 0.31±0.05 of what was originally expected. This result is

consistent with a similar type of analysis performed in water phase. This analysis is

discussed in section 7.4.1.
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Chapter 8: Summary and Conclusions

This thesis has focused on two major research topics carried out by the author: I)

chapter 5 is devoted to the detector calibration with the radioactive 16N source, and

II) chapter 6 and 7 focus on the background analyses for the SNO+ experiment.

Chapter 6 describes a set of analysis to estimate the effective attenuation length of

the detector using the tagged 214Po events in scintillator, and chapter 7 focuses on

the identification and rejection of the external backgrounds .

SNO+ has used the 16N source as the primary energy calibration source in water

phase, see section 5.2. The tagged events from the 6.1 MeV 16N γ’s in water, were

used to calibrate the event reconstruction model and determine the uncertainties,

discussed in section 5.3. The 16N hardware is not designed to be deployed into the

scintillator volume since it does not meet the radio-purity requirements. However,

the source was deployed externally throughout the filling process. Aside from cer-

tain internal background signals such as the 210Po and the tagged coincident 214BiPo

which were used for various calibration purposes, the 16N and the AmBe source (see

section 2.5.2) were the main two radioactive calibration sources used to calibrate the

detector model, while commissioning the scintillator-friendly sources. The 16N scin-

tillator data were used for various analyses. The scintillator light yield was studied

using the 6.1 and 7.1 MeV, and 4.4, 2.2 MeV γ’s from the 16N and AmBe source

respectively, described in section 5.4. Furthermore, the position dependency of the

light yield was investigated using the 16N data and a set of run-by-run RAT simulated

data, described in section 5.4.3. Moreover, the scintillation emission timing is stud-
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ied and characterised using the calibration data with different PPO concentrations,

discussed in [136]. In addition, the possibility of extracting the Cherenkov signal in

scintillator with low PPO concentrations1was studied, described in section 5.4.5. I

was able to identify the Cherenkov signal and extract the event directionality infor-

mation through looking at the prompt PMT hit patterns from the tagged γ’s.

One of the major backgrounds within the energy region of interest of 0νββ signal

(∼ 2.5 MeV) are the β-γ decays from 214Bi followed by the quenched α-decay sig-

nal from 214Po. These coincident 214BiPo events can be tagged with high efficiencies

(∼99%) through the delayed coincidence tagging technique, described in section 6.2.

The tagged 214BiPo events were used for several analyses in the scintillator such as

the timing studies, the light yield and α-quenching analysis, the reconstructions veri-

fication, and the detector’s optics analysis. Inspired by the other collaborator’s work,

I have developed a toy model that was used to fit the tagged 214Po events in full-

fill, and estimate the effective attenuation length in scintillator phase. The effective

attenuation length found to be 7547±928 [mm], which is consistent with the other

measurements [144]. The model and the analysis are described in section 6.4.

Chapter 7 is devoted to the analysis of the external backgrounds in SNO+; the

γ’s created in 208Tl and 214Bi decays outside of the AV, which can potentially propa-

gate into the scintillator volume, and significantly contribute to the backgrounds for

0νββ and the solar neutrinos. In order to distinguish the external γ’s from the 0νββ

signal, a set of timing and topological classifiers is developed. These classifiers are

optimised to give the best separation based on the PMT hit patterns and time resid-

uals of the simulated 0ν signal and the external 208Tl γ’s, discussed in section 3.5

and section 7.3. The performance of the 0ν-classifiers are investigated for a set of

simulated solar neutrino events together with simulated background γ’s from 214Bi

and 208Tl. As expected, The classifiers found to be effective for energies above 1.5

1The 16N data for 0.18 g/L and 0.33 g/L PPO+LAB were used for this analysis.
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MeV, showing 54% rejection of the externals, and 4% sacrifice level for the solar ν

signals. Furthermore, I have demonstrated that the classification performance for

solar ν can be improved using supervised learning methods (TMVA). The (TMVA) was

used to optimise the cuts on the 0ν timing and topological classifiers. This analysis is

described in section 7.3.1. The second half of this chapter focuses on identifying the

external 2.6 MeV γ’s from 208Tl, and estimating the level of external 208Tl from hold-

down ropes. The 2.6 MeV peak is identified after tagging and removing the 214Bi in

partial-fill data. Moreover, the level of external γ’s from the HD ropes are estimated

in partial-fill taking advantage of their angular symmetry. The result shows about

0.31±0.5 of the expected rate [110], which is consistent with previous measurements

in water phase [74].
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Appendix A: The Rope System Monitor-

ing and Creep Measurements

A.1 The Hold-down Ropes

SNO+ uses the hold-down rope system to counteract 1.25 MN of buoyant force on the

AV due to the lower density of LAB (863.0 kg/m3) than the surrounding UPW (999.7

kg/m3). The design of the hold-down rope system is shown in figure A.1 which con-

sists of 20 ropes (10 pairs) forming a net around the neck. The net system consists of

5 sub-nets which are composed of 2 ropes passing on either sides of the neck [61]. All

the ropes are anchored to the bottom of the cavity, and every rope has a turnbuckle

and an underwater load-cell (see figure A.1). Each load-cell has the measurement

capacity of 89kN, and are used to monitor the load on the rope system. Figure A.2

shows the loads on the hold-down and hold-up ropes throughout the scintillator fill.

We have observed that filling about 50 tonnes of LAB takes roughly 6800 lbs off the

HU ropes. The underwater load-cells are infamous for failure as a few of them have

already stopped working, and it is almost impossible to replace them while the cavity

is full. However, since each rope has a complimentary partner, the load on the ropes

with failed load-cells can be monitored through their complementary partners.

TensylonTM (a high performance polyethylene fiber) [149] is chosen for the SNO+

rope system, replacing the old Vectran used in SNO. Tensylon has much higher radio-
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Figure A.1: Schematic of the Hold-up ropes (left) and Hold-down ropes (middle). The
Hold-down ropes are anchored to the bottom of the cavity (right).

purity, for instance Tensylon has about two orders of magnitude less 40K compared

to Vectran. Furthermore, Tensylon has good mechanical properties such as low creep

and good strength [61]. The ropes were fabricated by Yale Cordage in a clean envi-

ronment. In order to study and monitor the changes in the mechanical properties of

the rope, a 45 m long sample of Tensylon fiber kept under a constant load and has

been immersed in a tank filled with UPW. Every 6 months a short sample is cut,

tested for breaking strength, and compared with a dry fibre sample. This long term

break-test is explained in section A.3.

A.2 Creep Measurements using Neck Sense Ropes

Tensylon is a low creep fibre, however not as low as Vectran. Bench-top measurements

show about 1% creep per year [150] at 10◦C. As it can be seen in figure A.3, half of

the elongation takes place within the first few hours (first stage of elongation). Also

some company measurements suggest about 0.5% creep per year with 20% of the

breaking point load on the rope [149].

Furthermore, the stretch in the upward Tensylon ropes have been measured through

in-situ measurements in 2012 [149] before filling the cavity. The rope elongation was

measured using the equator monitoring system. The equator monitoring system is a
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Figure A.2: The load on the HU ropes (top) and the HD ropes (bottom) throughout the
scintillator-fill before the partial-fill.

mechanical system that consists of ropes that are attached to the AV equator on one

end, and on the other end they run into potentiometer boxes on the deck. The system

registers displacements of the AV equator [151] through the potentiometers. Three

components of rope elongation; Hook’s type stretch, short term creep, and long term

creep have been studied and found to be consistent with other external measurements.

Furthermore the temperature dependency of the creep rate was investigated [149].

The creep rate for upward Tensylon ropes is estimated for two periods using the

equator monitoring data. The precise data for March-May 2012 shows 5.2e-7/hour
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Figure A.3: Creep for Dyneema measured at 10◦C taken from [150].

Figure A.4: The in-situ measurements of Hold-up rope elongations using equator monitor’s
data in 2012, for the period of March-May (left) and November-October (right) [149]

.

creep rate which translates to 0.45%/year with the average temperature of 22.5◦C,

consistent with the external measurements. In addition, the creep rate was measured

to be 1.31(±0.15)e-7/hour (0.115±0.013 % /year) for October-November period at

20.4 ◦C. Figure ?? shows the rope elongations for the two time periods. The models

suggest that the temperature difference between two periods can account for about

35%-40% of the creep decrease. Additionally, there is a time-dependent factor to the

creep rate that can explain the discrepancy. In order to investigate the temperature

dependency of the creep rate, the elongation was studied for a time-period when the

chillers were shut down and the temperature had gone up to 31.3◦C. The creep rate
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was found to be about 3.0e-6/hour or 2.6%/year. Comparing different time-periods

shows that the creep rate would increase by a factor of ∼ 1.3 for every degree of

temperature rise.

A.2.1 Creep measurements during Partial-fill

As mentioned previously, scintillator filling was interrupted for a time period between

April and October 2020 due to the pandemic, therefore the load on the rope system

remained relatively unchanged. Figure A.6 shows the load on the Hold-up (top), and

Hold-down ropes (bottom) within this time period. This period provided a good op-

portunity to study the long-term creep rate of the ropes using the elongation data. In

addition to the equator monitoring system, the vertical displacements of the AV1can

be monitored through a mechanical system known as the Neck Sense Ropes (NSR),

which consists of 7 potentiometers that are attached to the top of the neck [117]. Fur-

thermore, the measurements from a laser level in the DCR have been used to verify

the vertical offset from the NSR [151]. Figure A.5 shows the vertical displacements

of the AV neck with respect to the center of the PSUP. As mentioned, tempera-
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Figure A.5: The AV vertical position (cm) in PSUP coordinates from sense ropes (blue),
and the laser level measurements (red). The 0 would be when the center of the AV is at
the center of PSUP.

1Assuming that the AV is a rigid body and its deformation is negligible.

157



2020-03 2020-04 2020-05 2020-06 2020-07 2020-08 2020-09 2020-10 2020-11 2020-12
Time (YYYY-MM-DD hh:mm)

1000

2000

3000

4000

5000

6000

HU
 (l

bs
)

HU01
HU02
HU03
HU04
HU05
HU06
HU07
HU08
HU09
HU10

Figure A.6: The load on the HU ropes (top) and the HD ropes (bottom) in partial-fill.

ture has a large effect on the creep rates of Tensylon fibres. It has been observed

that the creep would increase by a factor of 1.2 to 2 for every degree Celsius [149].

SNO+ uses 30 under water sensors to monitor the temperature in the cavity. As it

can be seen from figure A.7(top) the sensors are positioned in various heights inside

the cavity. In addition, figure A.7 (bottom) shows the average temperature of the

sensors below the neck for the partial-fill period. In order to minimise the effect of

temperature, I have selected the time period between 2020/08/10 and 2020/09/10 in

which the temperature has remained relatively constant. Figure A.8 (bottom) shows

the elongation within this period, and the creep rate was estimated to be 0.89(±
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0.03)e-7/hour or 2.14e-6/day (0.078%/year). The average temperature within

this period found to be 13.2◦ C ±0.6 calculated from 14 sensors. Furthermore, the

average creep rate was found to be 0.90(±0.03)e-7/hour or 2.17e-6/day for the

time period of 2020/03/31 − 2020/04/27 in which the average temperature was found

to be 13.3◦C ± 0.8.
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Figure A.7: Cavity temperature from 30 underwater sensors in the cavity (top). The average
temperature inside the cavity throughout 2020 (bottom).

As it can be seen there has been a period in May 2020 when the average temperature

had risen up to about 14.2◦C. The best fit that can be achieved over the elongation
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data for this time-period shows the creep rate of 5.2e-7(±1.6)/hour. Even though

the effect of temperature is evident in this case, it is hard to determine the temperature

dependency due to the large uncertainties.
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Figure A.8: The elongations from NSR for 2020/04/01 - 2020/04/27 (top), and 2020/08/10-
2020/09/10 (bottom).
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A.3 Long-Term Test of Tensylon Fibres

Inspection of the ropes, under water load-cells and turnbuckles is not possible while

the cavity is full. In order to study the long term effect of UPW, SNO+ has been

performing long-term stability tests by keeping the components in a similar working

condition inside a UPW tank [152]. This section describes the method that SNO+

uses to frequently test, and monitor the long-term behaviour of Tensylon in UPW. I

have been actively involved in this project, performing the long-term tests on Tensylon

fibre known as the ”break-test”.

In order to monitor the effect of UPW on Tensylon, a 45 m long fibre is coiled around

a rig (see figure A.9), and kept in a cylindrical soaking tank, shown in figure A.9. The

fibre is kept under 7.7 lbs load which is roughly 20% of the breaking point. Every 6

months, up to 3 samples of fibre, known as wet samples, were cut and break-tested

using a dedicated jig that was designed in University of Alberta [153]. At the same

time, 3 samples of the ”dry fibre” are break-tested as well, and the results from the

wet and dry samples are compared to determine if the UPW and long-term load had

any effect on the properties of the fibre. As it is shown in figure A.10, the test jig

consists of an aluminum frame that is designed to allow for changing the distance

between the top bar of the frame and the lever which the fibre is spanned. There is

a dedicated load-cell (see figure A.10(right)) that records the load on the fibre, and

a screw to adjust the load by changing the distance. In addition, a dedicated dial

indicator is used to measure the elongation of the fibre throughout the test. There

is a FPGA board, and an interface to process and record the data from the load-

cell and the dial indicator. The load on the sample is increased by 10 lbs every 1.5

minutes throughout the break test until the fibre breaks. The fibre is expected to

break within 30-35 lbs range. Figure A.11 shows the load, and elongation for two

samples throughout the test.

The long-term break test has been performed on wet and dry samples every 6 months

since 2015. The summary of the results is shown in figure A.12. There is no observable
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Figure A.9: A 45m long Tensylon fibre is coiled around a rig (left) and kept under a constant
load in a soaking tank (right).

Figure A.10: The test jig used to break-test the Tensylon fibre. The load-cell on the jig is
shown on the right.

evidence that fibre’s strength has been affected by UPW exposure or the long-term

load.
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Figure A.11: The load (lbs) on two fibre sample (left), and the elongation (mm) (right).

Figure A.12: The maximum applied tension to the samples before the fiber’s breaking point
for different sets of tests. The results show no effect on the fibre’s properties due to UPW
exposure.
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Appendix B: Leaching Studies of 222Rn Progeny

in Scintillator

One problematic class of backgrounds comes from 222Rn daughters diffused into the

acrylic surface during the transition time from the SNO experiment when the AV

was empty and exposed to the lab air. This class of backgrounds are discussed in

section 4.5. 222Rn decays down to 210Pb which has a relatively longer half-life (22.3

years), and therefore would build up on the AV surface. 210Pb decays to 210Bi subse-

quently. 210Bi with the end point energy of 1.6 MeV can be a direct background for

CNO and pep solar neutrino measurements. Moreover, 210Bi decays to 210Po which is

a source of 5.3 MeV αs. The light yield from α particles is suppressed by about an

order of magnitude compared to an electron with the same energy in scintillator [154].

Despite the large quenching of α particles in scintillator, the peak appears to be about

0.4 MeV [134], far above the energy threshold of the experiment. Additionally, the

α-particles can go through (α, n) interactions and produce free neutrons that can

be captured by atomic nuclei in the detector, and emit 2.2 MeV γs. The 2.2 MeV

γs can fall into the energy region of interest for the neutrino-less double beta decay

search. These events are discussed in section 4.6. In addition to the surface back-

ground events, these isotopes can leach into the scintillator volume and contribute to

the internal background.

In order to determine the activity of radon progeny embedded into the acrylic, sev-

eral in-situ measurements have been performed by measuring the radiation on dif-

ferent spots of the acrylic [115, 116], and the average surface activity found to be
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2.4± 0.8Bq/m2 in 2013. In addition, several bench-top measurements have been per-

formed on two spiked acrylic samples to determine the leaching constants of radon

daughters into different media, and at different temperatures [155].

As part of my M.Sc. research I have developed a model that can be used to predict

the surface activities throughout filling, and furthermore estimate the level of back-

grounds from the leaching process [117]. I had the chance to complete the model

throughout the first year of my PhD, and also developed a python-based tool that

can be used to calculate the level of backgrounds for different filling scenarios, and

different temperatures. The model is described in detail in [156]. As the baseline of

the leaching calculations, the surface activities of 222Rn daughters is determined as

a function of time and position, shown by a density function σ(z, t). For instance,

figure B.1 shows the surface activities of 210Pb for different segments along the z

axis between 2014 and 2020. Every solid line represents the activity of a horizontal

ring-shaped strip with δz = 10cm.

Figure B.1: The surface activities of 210Pb for different levels (solid lines) between 2014 and
2020 is shown in the plot. Every solid line represents the activity of a ring-shaped strip with
thickness of 10cm on the acrylic surface. The dashed blue line represents the water levels
inside the AV and the green line is the scintillator level. The filling process is assumed to
be taking place over a 6 month period with a constant rate.
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For this example the filling process is assumed to be taking place over a 6 month

time-period with a constant rate. Furthermore, the density function can be used to

estimate the amount of activities leached into the detection medium. The leaching

constants for each isotope were interpolated using the bench-top measurements data

points. In addition, several water assays were performed to measure the activity

of 210Pb in the UPW [157, 158]. The measured activities are about 20% to 40%

higher compared to the activities predicted by the model, however considering the

uncertainties the result is consistent with the model within 1 σ. The extra measured

activities can be explained by the other sources of 222Rn such as the lab air.

The 210Po signal has been studied by S. Riccetto in partial-fill data and the quenched

α peak is identified around 0.4 MeV in electron equivalent energy [114]. The mean

Nhits value found to be between 100 and 150 depending on the PPO concentrations.

This peak is used to monitor the PPO mixing and the light yield throughout the

filling and loading process. Stratification analysis of the peak along the radial axis,

and also along the z-axis can give insight into the PPO distribution in the AV. For

instance, figure B.2 shows the 210Po Nhits distributions versus z for 7 days in a row.

The PPO was added in the first day.
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Figure B.2: The 210Pb Nhit distributions along z between April 23rd and the 29th 2019.
The PPO was added in the 23rd from the top.
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