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Abstract

A high-precision measurement of the 8B solar neutrino flux in the 2.0 to 6.0 MeV transition region
is a key objective in neutrino physics. This region, where the v, survival probabilities are highly
sensitive to physics beyond the Standard Model, such as non-standard neutrino interactions or
additional neutrino flavors, remains largely unexplored. However, challenges arise due to the high
rates of internal 2°8T1 radioactive backgrounds in liquid scintillator detectors. This thesis introduces
multisite event discrimination as an effective method to enhance the precision of 8B solar flux
measurements in this background-dominated energy regime. A Bayesian optimization calibration
method was developed using internal 2'*Bi-214Po coincidences to extract clean a and 3 event samples.
These samples were used to build precise models of the scintillation response, leading to the creation
of high-accuracy probability density functions (PDFs) for 8B solar flux fitting. For the first time,
multisite event discrimination was applied to liquid scintillator data, yielding a 30% improvement in
measurement precision when combined with energy PDF information, as compared to fits performed
in energy alone.

Sensitivity projections for the upcoming SNO+ bisMSB phase, featuring improved light yields
and faster timing, show a 17% increase in precision over the current full-fill phase, with position
resolution enhanced to 6 cm.

While this work marks a significant step towards achieving a high-precision measurement of the
8B solar flux in the transition region, future analyses will integrate multisite, energy, and 2!2Bi-208T1
coincidence tagging into the likelihood functions, maximizing the information extracted to further

refine measurement precision.
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Chapter 1

Introduction

Since their first proposal by Wolfgang Pauli in 1930 as a ‘desperate remedy’ to the apparent violation
of conservation of energy and momentum in nuclear S-decay [1], the neutrino, or ‘little neutral one’,
has been a fascinating and enigmatic particle. Dubbed the ‘ghost particle’, the neutrino was theorised
to be a massless, electrically neutral spin-1/2 particle in the Standard Model, with an interaction
cross-section so small it was feared undetectable. Pauli himself supposedly stated “I have done a
terrible thing: proposed a particle that cannot be detected” [2]. It took twenty six years for the
Cowen-Reines experiment to prove him both right and wrong, with the first confirmed observation
of electron antineutrinos from the Savannah River nuclear power station [3].

Since then, neutrinos have provoked surprise and provided a window into exciting new physics,
beyond the Standard Model (BSM). In particular, solar neutrinos, the focus of this thesis, have been
an invaluable cosmological tool to probe the nature of neutrinos and take steps towards answering
the most pressing questions remaining in fundamental physics. This introduction is split into three
major parts: first, an overview of the current knowledge concerning solar neutrinos, including their
discovery, the solar neutrino problem and the flavour oscillations that provided a solution. Second,
a summary of the open questions in neutrino physics is given, including possible mechanisms for
generating the neutrino mass, neutrinoless double beta decay (0v33 ), and theoretical BSM neutrino
interactions, which may reveal themselves through precise measurements of the v, survival proba-

bility. Lastly, large liquid scintillator detectors are presented as powerful tools to answer these most
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pressing questions in neutrino physics. A step by step description of the production, propagation and

detection of scintillation light is detailed, providing a rationale for their use in rare event searches.

1.1 The Discovery of Solar Neutrinos, the Solar Neutrino
Problem and its Solution

The sun, being powered by nuclear fusion, produces an extremely large flux of electron neutrinos.
Stellar physicists, particularly Bahcall, were able to use constraints on the solar mass, age and
isotopic abundances to make predictions of this flux [4]. Ray Davis, a radiochemist, set out to
directly measure the v, flux via an ingenious detector design. Based at the Homestake Mine in
South Dakota, Davis filled a 380 m? tank with perchloroethylene (a common dry-cleaning fluid) and
placed it 1478 m underground [5]. The large tank ensured the detector would capture a measurable
quantity of solar v, interactions, and the underground location provided the necessary shielding from
cosmic muons.

These interactions were detected via the inverse -decay reaction between chlorine atoms in the
medium and solar v,:

Ve +37C1 — 3TArY 4 e™ (1.1)

By carefully counting the number of argon atoms produced, and recording the exposure time, Davis
was able to precisely measure the solar neutrino flux at his detector, with the first results reported
in 1968 [6]. However, there was a problem: the measured flux was consistently 1/3 of that predicted
by Bahcall’s theoretical calculations.

This prompted great excitement amongst theorists and experimentalists alike. As new experi-
ments came online, similar deficits in the expected neutrino fluxes were reported, pointing to new
physics [7H9| . The discrepancy became known as the ‘solar neutrino problem’ (SNP) [10].

Ultimately, the SNP was resolved by the SNO collaboration’s 2002 publication, which demon-
strated the first observation of v, to v, ; oscillations for solar neutrinos [11]. These results showed
ve produced in the sun oscillate into v,  as they traversed space, and thus, Ray Davis’ experiment,

being sensitive only to v., recorded a deficit relative to the expectation.
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The SNO experiment, a 6 m radius acrylic vessel filled with heavy water (D20), and instrumented
with approximately 10 000 PMTs, was unique in that it was able to detect all flavours of neutrino
[12]. This was accomplished via three observable reactions: charged current (CC) between v, and
deuterons, neutral current (NC) between all flavours of neutrino and the deuteron, and elastic
scattering (ES) from all flavours of neutrino with atomic electrons. These ES may occur via CC and
NC for v,, but only NC for v,, and v,.

The rates of each process are proportional to the flux of each respective neutrino flavour, ¢(1/):

CC rate x ¢(v,) (1.2)
NC rate o< ¢(ve) + ¢(v,) + o(vr) (1.3)
ES rate o« ¢(ve) + 0.154 [¢(v,,) + ¢(v7)] (1.4)

By exploiting differences in the angular and energy distributions of the Cherenkov rings from the
ES, NC and CC interactions, the rates of each individual process were obtained. The interaction
cross sections of each neutrino flavour were used to convert these rates to flux measurements of the
ve and v, + v, + v,, allowing a comparison of the total solar neutrino flux from the sun to the v,
flux.

The total solar neutrino flux from all flavours was in good agreement with the v, flux expected
from the Standard Solar Model, and demonstrated that the solar neutrino flux at Earth must
contain a large v, and v, component. Since v, and v, cannot be produced in any of the known solar
fusion reactions in the Standard Solar Model, the SNO experiment provided clear evidence that v,
neutrinos were changing flavour as they travelled. This transformation, or ‘oscillation’, had been
postulated by Pontecorvo in 1957 in the context of neutrino-antineutrino oscillations [13], while the
framework for flavor oscillations was formulated by Maki, Nakagawa, and Sakata in 1962 [14]. The
SNO results provided conclusive evidence for the flavor oscillation solution to the solar neutrino
problem. Neutrino oscillations remain the only accepted form of BSM physics to date: in order for
neutrinos to oscillate and change state, they must have mass, in direct conflict with the massless

neutrinos of the Standard Model.
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1.1.1 Neutrino Oscillations

Neutrino oscillations provided a compelling solution to the solar neutrino problem. This section
outlines the basic theoretical framework underpinning these oscillations, beginning with vacuum
oscillations, before going on to consider the impact of matter on neutrino survival probabilities.
These matter effects are needed to explain the solar neutrino measurements at different energy
scales, as well as allowing the determination of the sign of the mass difference between two of the

neutrino mass eigenstates.

Vacuum Oscillations

In the absence of matter, neutrinos propagate as eigenstates of the free particle Hamiltonian accord-
ing to the time-dependent Schrodinger equation.

For neutrino oscillations to occur, two conditions must be met:

1. The weak eigenstates and the mass eigenstates must be distinct, and mixed according to a

unitary transformation

2. The mass eigenstates have unique, and non-zero, mass eigenvalues of the free particle Hamil-

tonian

The second condition enfolds two key requirements for oscillations, namely neutrinos possessing a
finite mass and these masses not being degenerate. The non-zero mass requirement is a consequence
of special relativity: without mass, neutrinos would not experience duration, and therefore would
have no time to change state. The fact the mass states cannot be degenerate arises from the need
for phase differences between each mass eigenstate as the neutrino propagates.

For three neutrino flavours, the weak eigenstates are related to the mass eigenstates via the

unitary transformation:

Ve 141
vy | = Ul v, (1.5)
Vr V3
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Ve Uer Ue2 Ues V1
w| = | Ut Up2 Ups 12 (1.6)
Vr U U U V3
Where the unitary matrix, U is the Pontecorvo-Maki-Nakagawa-Sakata (PMNS) matrix [14].
When an electron neutrino is created in a CC weak interaction, it is produced in a definite flavour
eigenstate, |v.). The PMNS matrix is used to express this flavour eigenstate as a linear superposition

of the mass states:

[Ve) = Uer [v1) + Uez [v2) + Ues |v3) (1.7)

At a later space-time point, (&, ), the neutrino state has evolved according to:
|\I’(f, t)> = Uele_id)l |l/1> + Uege_i¢2 |V2> + []e?,e_id)3 |l/3> (18)

Where ¢, = Ext — pi, - T is the phase of each mass eigenstate in the superposition, in natural units.

The probability of transition from |v.) to |v,) is given by:
P(ve = v,) = | ([ ¥(7, 1)) (1.9)

To calculate this, each mass state in equation [I.8]is re-expressed in terms of the flavour states, taking

advantage of the unitarity of the PMNS matrix to invert equation [I.6}
P(ve = vy) = |UaUj e + UeaUsige ™% + UesUjige™ '3 (1.10)

Where the orthogonality of flavour states has been used.
At this point, the requirement for each mass eigenstate to have a distinct mass can be seen.

Given the unitarity of the PMNS:

1 00
U0t=10 1 o (1.11)
0 0 1

This yields 9 constraints on the products of the PMNS matrix elements. Taking the first row and
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second column of equation [1.11

UelU/jl + UeQU;kQ + Ue3U;3 =0 (112)

n

Given the above, if m(v1) = m(ve) = m(v3), then ¢ = ¢o = ¢3 and the transition probability is
zero, which is at odds with experiment. Thus, it is the phase differences, arising from non-degenerate
masses, which allow vacuum oscillations to occur. Equation [1.10] may be expanded into a form that

more clearly showcases the oscillation physics:

. AmZ L [ AmZL
Pve —»v,) = _4Z(UeiUHiUerHj)Sln2 ( 4EJ ) — 2Z(UeiUMUajU5j)sm <2E?> (1.13)

i>7 i<j

Where Am?j = (m? — m?) is the mass splitting between the mass eigenstates, L is the propagation
length and F is the neutrino energy.

This equation shows the probability of observing an oscillation is dependent on the length scale,
L, the neutrino energy, F, the mass splitting between each of the neutrino mass eigenstates, Amfj,
and the PMNS matrix elements. The PMNS elements determine the amount of mixing between each
mass and flavour eigenstate, and are fundamental components of neutrino oscillations. Accurately
determining the values of each element in the PMNS matrix is the primary goal of many historical

and next-generation neutrino experiments. Canonically, the PMNS matrix is parameterised in terms

of four variables: three mixing angles, §;;, and 1 complex, possibly CP-violating, phase, J.

1 0 0 C13 0 5136—1'5 C12 si12 0
U=10 23  s23 0 10 —s15 c19 0 (1.14)
0 —823C23 —3136“s 0 C13 0 0 1

Where ¢;; = cos(6;;) and s;; = sin(6;;). It is also possible to include two additional ‘Majorana
phases’ in the PMNS definition, which do not alter the behaviour of neutrino oscillations. However,
they have important consequences for neutrino mass generation mechanisms, with more details given

in section [[.2.1]

Over time, neutrino oscillation experiments have measured the parameters of the PMNS matrix,
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Figure 1.1: The two possible orderings of the neutrino masses, given only the sign of Am3; is known
to be positive. Taken from .

each with varying precision . By placing detectors at different % scales from neutrino sources, it
is possible to focus measurements on particular PMNS parameters. Depending on the scale, different
terms in the transition probability equation dominate or become negligible.

One important result from solar neutrino measurements was determining the sign of Am3;. Re-
actor oscillation experiments alone are not sensitive to the sign, only the magnitude of the mass
splittings, due to symmetry in the oscillation probability equation. However, solar neutrino mea-
surements are sensitive to the sign, due to the effect of dense stellar matter on oscillations. From
these experiments, it was determined Am3; > 0, for reasons explained below. The sign of AmZ,

remains unknown. Therefore, there are two distinct possibilities for the neutrino mass orderings,

shown in figure

e Normal Ordering: m; < my < mg

e Inverted Ordering: ms < m; < mq

Oscillations in Matter

While neutrino oscillations in principle explain the solar neutrino problem, subsequent experiments

obtained solar v, flux measurements that were highly dependent on the energy threshold, as shown
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Figure 1.2: Solar v, survival probability as a function of neutrino energy, as measured by the Borexino
collaboration [17]. Shaded regions represent the theoretical uncertainties for vacuum oscillations
(grey) and MSW-LMA (pink).

in figure [I.2] The oscillation probability for v, appeared to have an additional energy dependence
not accounted for by the vacuum oscillation theory alone. This is especially apparent for higher
energy 8B neutrinos (E > 5 MeV), where the survival probabilities significantly deviated from the
vacuum oscillation expectation [17].

The energy dependence of the survival probabilities is explained by considering the environment
in the stellar core, where the v, are born. Instead of vacuum, the v, propagate in an environment
rich in electrons. These stellar electrons provide two interaction pathways for v, that of the CC and
NC. However, v, and v, are kinematically forbidden from interacting via CC. Thus, there exists an
effective potential, V.s, proportional to the electron density in the Sun, and experienced solely by
the v, flavour neutrinos due to their additional CC interactions. The interaction potential has the

form:

Vegs = Ve =V, = 2V2GpN.E (1.15)

Where G is the Fermi constant, IV, is the electron density of the medium and E is the neutrino
energy.

The presence of this effective potential changes the form of the Hamiltonian. The vacuum
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mass states are no longer eigenstates of this new Hamiltonian, and the neutrinos propagate instead
with new ‘effective’ masses. The additional potential experienced by v, flavour neutrinos alters the
oscillation probabilities, and is known as the Mikheyev-Smirnov-Wolfenstein (MSW) effect [18].

Due to the dependence of the interaction potential on neutrino energy, the degree to which the
MSW effect changes v, to v, oscillations is also energy dependent. This accounts for the different
flux measurements as a function of energy scale measured by solar neutrino experiments. At lower
energies, the interaction potential is negligible, and the neutrino oscillation probabilities recover
the vacuum results. At higher energies, the MSW effect dominates, and the v, to v, oscillation
probability is enhanced.

The MSW effect allows the determination of the sign of Am3,. In a two flavour approximation,

the vacuum oscillation parameters may be related to the effective mixing angle, 6,,:

sin(20)

\/(Xe,,fl’; — cos(20))2 + sin?(20)

sin(20,,) = (1.16)

Taking Am? — —Am?, the value of the effective mixing angle changes. In fact, with negative Am?
values, the MSW effect would suppress v, — v, oscillations as energy increases, which is entirely at

odds with the measured results.

1.1.2 Solar Neutrinos

Given both their historical impact on the development of neutrino oscillation theory, and that this
thesis is primarily concerned with solar neutrinos, it bears thinking briefly about their production
mechanisms. Solar neutrinos are produced in the Sun via two main fusion processes: the proton-
proton (pp) chain (~ 99%) and the carbon-nitrogen-oxygen (CNO) cycle (~ 1%). These processes
are summarised in figure [L.3

Due to the different binding energies and number of fusion products produced, each distinct
neutrino-emitting process emits electron neutrinos according to different energy spectra. Focussing
on the pp-chain, there are five reactions producing neutrinos, with the overall chain fusing hydrogen

to produce helium:
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Figure 1.3: The fusion processes comprising the proton-proton (pp) chain and CNO cycles, which
produce the solar neutrino flux measured on Earth. Taken from .

1. p+p—2H+et + 1, : pp neutrinos

2. 2p+ e~ — 2H + v,: pep neutrinos

3. 3H+p — “He + et + v, hep neutrinos
4. "Be + ¢~ — "Li+ v,: "Be neutrinos

5. 8B — 2 *He + e + v,: ®B neutrinos

With the relative branching ratios given in figure[I.3] All but the hep neutrinos have been identified
in nature , particularly by the Borexino collaboration, suggesting reaction (3) in the pp-chain
has an extremely small branching ratio.

As shown in figure [1.4] decays (1), (3) and (5) are three body decays, and produce a continuous

energy spectra. However, (2) and (4) are two body decays, producing mono-energetic neutrinos.
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Figure 1.4: Solar neutrino energy distributions for the pp-chain and CNO cycle. Taken from .

The CNO cycle is the second process that produces solar neutrinos, however it is very subdomi-
nant to the pp—chairﬂ Despite this, Borexino was able to directly observe CNO neutrinos with high
statistical significance, paving the way for further measurements of the CNO cycle . Since the
CNO neutrino flux is directly proportional to the isotopic abundance of the fusion materials, they
offer a direct probe of the composition of the sun.

As shown in figure [I33] two linked reaction pathways produce CNO neutrinos. These depend
on the S-decays of nitrogen, oxygen and fluorine atoms, produced within each cycle. The neutrino

emitting reactions are:

e Cycle I:

1. BN = BC + et 4+ 1,

2. 150 = BN + et + v,

L Although the CNO cycle is expected to contribute the majority of energy in stars greater than 1.3 times the solar
mass
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e Cycle II:

1. "F 5 70 4+ et + 1,

1.2 Open Questions in Neutrino Physics

As described above, solar neutrino oscillations revealed the first chink in the SM’s armour, and
catalysed an era of progressively larger and more precise detectors. Despite this, there remains
many open questions in both stellar and particle physics. These include: what is the hierarchy
of the neutrino mass states? By what mechanism do neutrinos obtain their mass? Are neutrinos
Majorana particles? Are there more than 3 flavours of neutrino? Do neutrinos undergo non-standard,
BSM interactions? And in astrophysics, what is the metallicity of the sun? What follows is a brief

overview of these questions, and the experimental methods that may yield answers.

1.2.1 The Origins of Neutrino Mass

While oscillations show neutrinos must be massive particles, they provide no information on the
absolute neutrino mass, and this remains an open question in neutrino physics. The most stringent
constraint comes from the KATRIN experiment, which has reported an absolute neutrino mass of
m, < 0.45 eV from studying the end-point of tritium nuclear 8 decays [23].

The apparent mass scale of neutrinos is significantly smaller than those of the other fermions:
around a million times lighter than the electron. This difference in scale opens up further questions
not just about the absolute value of the neutrino mass, but the very mechanism by which they
obtain their mass, and whether it is different from that of the other fermions.

Massive particles in the SM obtain their masses via coupling to the Higgs field, with Dirac mass
terms of the form:

Lp =—mp (VrvL + VLUR) (1.17)

Where vy g indicate left or right-handed neutrino fields and mp is the Dirac mass term. Since
neutrinos are always observed with left-handed helicity, the existence of right-handed neutrinos

implies they must be sterile, interacting only through gravitational forces. This constraint allows
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neutrinos to obtain their mass via Higgs coupling, whilst remaining consistent with the V-A structure
of the weak interaction.
Since neutrinos are neutral particles, the particle states might be equivalent to their antiparticles,

being so-called ‘Majorana particles’ [24]. The Majorana condition is:
$C = OPy = in*y'y* (1.18)

This opens up alternative mechanisms for neutrinos to obtain their mass, without the need for
invoking sterile right-handed particles. One such mechanism is the ‘see-saw’ mechanism [25]. A
Majorana mass term can be added to the Dirac mass lagrangian in equation without breaking
the gauge invariance of the Standard Model. The most general mass term in the lagrangian combines

both the Dirac and Majorana mass terms:

1 _ 0 mp l/g
Lpm = 3 (VL l/%) + h.c. (1.19)
mp M VR

Where mp is the Dirac mass, M is the Majorana mass and h.c. stands for the Hermitian conjugate.

The physical neutrino states correspond to the eigenvalues of the mass-matrix in equation [1.19

M+ /M2 + 27p
_ M?2

ma 5 (1.20)
Assuming M >> mp, there are two possible states, light (-) and heavy (+):
my ~ M (1.21)
2
mp
o~ = 1.22
mo~ = (1.22)

By making the Majorana mass term sufficiently large, the see-saw mechanism hypothesises that the
Dirac mass is on the order of the other fermions, but the observed light neutrino state is orders of
magnitude smaller, due to the large Majorana mass.

While the see-saw mechanism provides a compelling explanation for the different scales of the
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neutrino absolute mass relative to the other fermions, it is only a theory, and contingent on neutrinos
being Majorana particles. The Majorana nature of neutrinos, or otherwise, is another open area of
investigation, with one of the most compelling tests for the Majorana nature of neutrinos being the

search for neutrinoless double beta decay (0v3/3).

1.2.2 Neutrinoless Double Beta Decay

Heavy, unstable nuclei may S-decay to lighter, more stable nuclei. In this case, the atomic number
of the nucleus changes by +1.
(Z,A) > (Z+1,A)+e + 1. (1.23)

Where Z is the number of protons and A the total nucleons in the nucleus.

It is energetically favourable for like nucleons to pair, leading to nuclei with even numbers of both
protons and neutrons possessing lower binding energies than nuclei with odd nucleon counts. Because
of this, isotopes exist where a single 8~ decays would result in daughter nuclei acquiring greater
mass than the parents, due to the increased binding energy going from an even to odd nucleus. In
this case, it may be possible for the nucleus to instead decay via a second-order weak-interaction,

the simultaneous double beta decay [26]:

(Z,A) = (Z+2,4) + 2 + 20, (1.24)

Alternatively, it may be possible for double-beta allowed isotopes to decay similarly to equation
[:24], but without the emission of neutrinos. This lepton-number violating process is neutrinoless
double beta decay, and to date has never been observed. It is possible only if neutrinos are Majorana
particles [28], whereby neutrinos are there own anti-particles and may annihilate. Thus, the obser-
vation of Ovf3f would be conclusive evidence for their Majorana nature, and support the see-saw
mechanism’s explanation for the absolute scale of the neutrino mass. Figure[I.5]shows the Feynman
diagrams of 2v83 and Ovf3p.

The canonical mechanism behind Ovg3 decay is the exchange of a light Majorana neutrino within
the nucleus [29]. Two virtual W bosons are created, one of which produces an electron neutrino

and electron. If neutrinos are Majorana particles, v = v, and the neutrino may be absorbed by the
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Figure 1.5: Feynman diagrams for a) SM double beta decay and b) BSM neutrinoless double beta
decay, which is possible only if neutrinos are Majorana particles. Taken from [27].

second W, producing the second electron in Ov3S decay.

The primary goal of the SNO+ experiment is this direct observation of 0v33 from 139Te nuclei
loaded into liquid scintillator . Since no neutrinos are emitted, all the decay energy is observable.
Thus, the observable signature of Ov 30 is a sharp peak at the end-point of the 2v53 energy spectrum,
as shown in figure[1.6

In addition to determining whether neutrinos are Majorana particles, the observed rate provides
indirect information on the neutrino mass hierarchy, as shown in figure (1.7} The Ovg3p3 rate is
proportional to:

T oc |[Mgg)? (1.25)

Where |Mpgg| is the effective Majorana mass, which is related to the PMNS matrix elements and the

neutrino masses via:

Mgg = UZm,, (1.26)

Thus, the effective Majorana mass is directly related to the neutrino mass eigenstates and PMNS
matrix elements. Figure shows the allowed values of mgg as a function of the lightest neutrino,

Myightest (V1 Or v3). By measuring the O3S rate and converting to the effective Majorana mass,
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Figure 1.6: Schematic representation of the observable signature of Qv decay, which appears as
a discrete peak at the Q-value of the 2v33 decay. In reality, the delta-peak will be smeared by
detector resolution. Figure taken from .

horizontal limits can be placed on figure [[.7] In principle, with a sensitive enough detector, it is

possible to use Ov35 to probe the neutrino mass hierarchy.

1.2.3 Non-Standard Neutrino Interactions

Non-standard neutrino interactions (NSIs) are theoretical models that allow neutrinos to interact in
additional ways, beyond the SM . In particular, the neutral current weak interaction lagrangian

may be re-written to include NSIs between neutrinos and other SM fermions, as in equation |1.2

Lysir=— Z ZﬁGFﬁigc(’faV”PLVﬂ)(J?’YMPCJN) (1.27)
a,f3
Where a and 8 denote the neutrino flavour, f and f’ denote quarks of the same charge, but not
necessarily the same flavour, C' is the chirality and € is a dimensionless coupling, which parametrises
the strength of the NSI.
By providing additional, flavour dependent, interaction pathways, NSIs may alter the effective

potential experienced by solar neutrinos as they propagate through the Sun. In the case of flavour
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Figure 1.7: The effective Mpgg as a function of the lightest neutrino mass eigenstate for the normal
(NH) and inverted hierarchy (IH). The upper limit is excluded by latest limits obtained from
and the figure is taken from .

conserving NSIs, the SM weak coupling constants, gz, r, are shifted:
gr — gr = gr + €& (1.28)

9L = g1, = gL + €k (1.29)

This shift in the coupling constants leads to a change in the effective potential experienced by v,

neutrinos as they propagate through the Sun.

Vers = Vil = (= Vepy (1.30)

e
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Figure 1.8: Solar v, survival probabilities as a function of energy, taken from . Measurements
are included from , and predicted survival curves for ¢ = 1.0, 0.5, —0.5 are included. The current
measurements are not sensitive enough to determine if NSIs are present in solar oscillations. It
is therefore highly desirable to perform a high precision measurement of the solar v, flux in the
transition region, between 2 to 5 MeV.

Where €’ is defined in equation [1.31]
¢ =€V sin?(fy3) — €/ (1.31)

€l =k 4 f (1.32)

a =

Due to the change in effective potential, the neutrino oscillation parameters are further altered from
those discussed in section [1.1.1] This gives a sensitivity to the strength of NSI couplings in the
measured v, survival probabilities, as shown in figure for three different values of ¢/. As ¢ — 1,
the survival probability returns to the vacuum expectation and matter effects are removed. This is
understood by referring to equation which shows the effective potential becomes weaker with

¢’. Conversely, as € grows smaller, the survival probability is increasingly suppressed.
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Between 2 to 5 MeV, there is expected to be a significant decrease in the v, survival probability,
due to the Mikheyev-Smirnov-Wolfenstein (MSW) effect. This transition region, between vacuum
dominated (< 2 MeV) and matter-dominated (> 5 MeV) oscillations, is particularly sensitive to
NSIs. By measuring the shape of the ®B neutrino spectrum in the transition region and comparing

it to theoretical predictions including new physics, we may find neutrinos hold yet more surprises.

1.3 Large Liquid Scintillator Detectors

Large liquid scintillator detectors are uniquely suited to answering many of the open questions
described above. This section describes the key attributes of a large liquid scintillator experiment,
such as the SNO+ detector, alongside the core physics behind the generation, propagation and
detection of scintillation light.

Liquid scintillator experiments may be scaled to very large target masses, with the SNO+ ex-
periment featuring a 780t target, and the next generation JUNO detector set to deliver 20kt [35].
Coupled with high light yields and optical clarity, liquid scintillator detectors offer high statistic
measurements with significantly lower energy threshold and reconstruction resolution than water
Cherenkov detectors. For example, the SNO+ detector is currently operating with a ~ 0.3 MeV
threshold and percent-scale energy resolution. Thus, these experiments are well suited for rare event
searches, such as solar neutrino measurements and Ov33 decay searches.

A high precision measurement of the v, survival probability in the transition region is of major
interest to the community, for the reasons outlined above. Large liquid scintillators, if internal
backgrounds are sufficiently suppressed, provide the necessary fiducial volumes and energy thresholds
to facilitate such a measurement.

For OvBp searches, liquid scintillator detectors offer ease of loading and scaling the Ov5g3 iso-
tope mass, such that detecting a statistically significant signal is feasible on the time scale of the
experiment.

Liquid scintillator cocktails may be tuned to produce scintillation photons with different emis-
sion time profiles. Depending on the energy transfer mechanism between the species comprising

the cocktail, fast or slow responses may be obtained. With fast response times, liquid scintillator
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experiments are able to perform accurate particle identification, which is important for background
rejection, such as in the multisite analysis presented in this thesis. Conversely, slow scintillators
allow good separation between directional Cherenkov and isotropic scintillation light, which allows
lower threshold directional studies to be performed.

In order to provide large light yields, liquid scintillators are commonly composed of a cocktail
of different molecules. The next section describes the action of a trinary (3 component) scintillator

cocktail, consisting of a solvent, primary fluor and secondary wavelength shifter.

1.3.1 Liquid Scintillator Cocktails

Liquid scintillators are chemical cocktails that convert the energy deposited by charged particles
traversing the medium into scintillation light [36]. The chemical cocktails usually consist of at least
two species: a solvent and a dissolved fluor. The solvent molecules are excited by the incident
charged particles, and transfer this excitation energy to the fluor, which subsequently relaxes to the
ground state by emitting scintillation light.

In order for a liquid scintillator to be considered for rare event searches, it must satisfy the

following constraints:
1. Be feasible to deploy in large quantities in underground laboratories
2. Produce a large amount (O(100) photons MeV 1) of scintillation light

3. Produce scintillation light primarily in the wavelength range matching the peak quantum

efficiency of an experiment’s photodetectors
4. Be optically transparent

The most important feature of a liquid scintillator cocktail is the observed light yield, which is defined
as the fraction of scintillation photons that survive propagation to a detector’s photodetectors, per
unit energy deposited in the medium. This is maximised by ensuring the scintillator is transparent
to scintillation light in the dominant emission wavelengths (commonly the optical domain) and
through the use of a secondary, wavelength shifting, fluor. These secondary fluors reduce losses

due to self-absorption of scintillation light, whereby the medium re-absorbs emitted photons. By
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transferring energy to a lower concentration secondary fluor, with an emission spectra shifted relative
to the solvent and primary, the probability of self-absorption losses is minimised. Secondary fluors
are commonly used to wavelength shift the primary fluor’s emissions to better match the peak
quantum efficiencies of any photodetectors. It is also important to consider the losses of the fluors
themselves, and fluor molecules should emit scintillation light with high quantum efficiency, with
minimal non-radiative quenching.

In addition to these physical constraints, it is also important to consider practical issues relating
to the deployment of large quantities of the scintillator, often in underground laboratories. Thus,

the LS must:
1. Be safe to handle, particularly in terms of volatility and flammability
2. Be cheap and readily available

The following section examines the physics of liquid scintillators, using the example of a trinary

cocktail such as that used in the SNO+ scintillator phase.

1.3.2 Excitations of the Solvent

The solvent molecules are the dominant population of molecular species in a liquid scintillator
cocktail. As such, cases where the primary or secondary fluors are directly excited by incident
charged particle interactions are neglected, and instead only the case where solvent molecules receive
the initial input energy are considered.

Organic solvents scintillate due to the presence of delocalised m-electron systems [37]. In its
ground state, carbon has the electronic configuration 1s22s22p?. During carbon-carbon bonding, it
is energetically favourable for the 2s and 2p orbitals to ‘hybridise’, promoting one of the 2s electrons
into the empty 2p orbital. The three p orbitals and the s orbital become ‘mixed’, creating one of
four kinds of hybrid sp™ orbital.

Aromatic solvents undergo sp? hybridisation. In this case, two of the p orbitals and the s orbital
are mixed, to create three identical sp? orbitals. These three orbitals lie in the 2 — 3 plane at 120°.
The remaining electron exists in the unmixed p, orbital, at 90° to the sp? hybrid orbitals. It is sp?

hybridisation that creates the hexagonal ring structure of benzene and other polycyclic aromatic
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Figure 1.9: Figure shows the overlapping of p-orbitals (left) in an aromatic ring to produce a
delocalised m-electron system (right), responsible for the phenomenon of scintillation. Figure taken

from .

hydrocarbons, whereby the sp? orbitals between adjacent carbons and hydrogens overlap to form
planar o-bonds, and the remaining six electrons in the p, orbitals overlap to form a fully delocalised
m-electron system above and below the molecular plane, as shown schematically in figure [I.9] The
electrons delocalised in this way are known as m-electrons, and it is excitations of these m-electrons
which are responsible for scintillation in organic liquid scintillators.

There are four possible excitation mechanisms in the solvent:

1. Excitation of 7-electrons into m-electron excited singlet stated?]

2. Excitation of other electrons, e.g. o-electrons and those in carbon 1s orbitals
3. Tonisation of m-electrons

4. Ionisation of other electrons

Process 1 is the primary mechanism by which scintillation light is produced; ionisation of 7-electrons
(process 3), followed by recombination, may also produce scintillation light. However, recombination
predominantly results in longer lived triplet states, producing a delayed component to the scintil-

lation response compared with the fast S; — Sj singlet transitions as in process 1. The excitation

2Tt is unlikely m-electrons undergo the spin-forbidden direct transition to triplet states
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Figure 1.10: Dominant processes for a trinary scintillator cocktail. Radiative emission of solvent
considered negligible compared to non-radiative transfer to primary fluor and is emitted.

energy of process 2 is dissipated non-radiatively and process 4 results in either temporary or per-
manent damage to the solvent molecules. Temporary damage results in ‘lonisation quenching’ along
the particle track. This reduces the scintillation efficiency until recombination restores the solvent.
Permanent ionisation damage creates ‘quenching centres’ within the scintillation cocktail.

Figure shows the main energy transfer processes in a trinary scintillator cocktail, such as

that used by the SNO+ detector. Each process is described in turn below.

1.3.3 Energy Transfer Mechanisms

There are various pathways energy may take through a trinary scintillation cocktail [38]. The
primary excitation energy is deposited in the scintillator via elastic scattering between an incident
charged particle and the delocalised m-electrons of the solvent. This generally excites the solvent
to higher order electronic singlet states. These relax to the ground vibrational and first excited
electronic state via internal conversion, without the emission of a photon. At this point, the solvent
may relax via: a) radiative decay to its ground electronic state, with photon emission, b) internal
quenching to its ground electronic state, without emission of a photon or ¢) non-radiatively transfer
its excitation energy to the primary fluor. Since the solvent may absorb its own emission with high

probability, processes a) and b) lead to efficiency losses. In a well optimised cocktail, non-radiative
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transfer to the primary fluor dominates.

From here, the fluor generally de-excites radiatively to the ground state, with high efficiency.
The secondary fluor is chosen such that it strongly absorbs the primary’s emission. In addition, the
secondary’s emission spectrum is such that it shifts the wavelength out of the primary’s absorption
band, thus suppressing the self-absorption probability of the cocktail.

As discussed above, it is also possible to produce scintillation light following ionisation and
recombination of delocalised 7 electrons. This is especially relevant for incident particles with high
charge densities, such as a-particles. Ionisation-recombination produce metastable triplet states
approximately 75% of the time. These states may de-excite via: a) internal quenching to the ground
singlet state, without photon emission, b) phosphorescence photon emission to the ground state or
¢) delayed fluorescence, with the emission of a photon. The latter occurs when the triplet state is
converted back into the first excited singlet state, and from then is indistinguishable from the normal
scintillation processes. However, the transition to and from a metastable triplet state means the
scintillation light is emitted according to a different emission time profile, and gives rise to a slow
component in the observed time distributions.

The ratio of the slow component is directly related to the charge density of the incident particles:
thus, the observed emission time distributions of « particles are ‘slower’ than those of electrons. This
has important consequences in large liquid scintillator detectors, allowing time-based -8 discrimi-

nation, which is important for background discrimination in many analyses.

1.3.4 Scintillation Emission Timing

Following excitation by ionising radiation, fluorescence emission by the terminal fluor is in accordance
with a probability distribution over emission times [39]. The shape of the emission time PDF is
dependent on the mass and charge of the incident particles and the respective rates of the energy
transfer mechanisms detailed in section [1.3.3] The rates of these processes primarily depend on
the concentrations of the solutes and the overlap of the absorption and emission spectra of each
component in the energy transfer chain.

Despite the complexity of the scintillator physics, the empirical model in equation [1.33| may be

used to well describe the observed emission time response of ternary scintillator cocktails:
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Each term in the expansion is characterised by an amplitude, A;, a decay constant, t;, and a common

rise time, ¢,.. In addition, the amplitudes satisfy,

> A =1 (1.34)

This empirical model is shown to provide a good description of scintillation emission timing, as
demonstrated by the successful timing tuning calibration for the SNO+ scintillator phase described
in chapter

Each term in the expansion may be thought of as accounting for a different excitation energy
transfer process, alongside a weighting factor to account for the respective rate. The rise time
accounts for the finite lifetime of the excited state prior to excitation transfer. This model accurately

accounts for both the fast and slow components of the emission time PDF. A comparison of the
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scintillation timing models for o and S particles, used in the SNO+ full-fill phase, is shown in figure

LI

1.3.5 Intrinsic Light Yield

The intrinsic light yield of a liquid scintillator is given by Birks’ Law [40]:

dE
aN _

— =Ly —=—— 1.35
dx Ol-’-KB% (1.35)

Where N is the number of primary scintillation photons emitted per unit energy absorbed by the
cocktail, x is the step size in mm, Ly is the scintillation efficiency, % is the energy loss per unit
step along the particle trajectory, and Kp is the Birks constant. This constant in the denominator
is dependent on the ionisation density of the incident particles, and accounts for the ionisation
quenching effects (processes 2 and 4 in section 1.3.2) which reduce the amount of scintillation photons

generated.

1.3.6 Photon Propagation

Emitted scintillation photons propagate through the medium and, ideally, trigger a photodetector.

However, scattering and self-absorption processes conspire against this.

Rayleigh Scattering

The dominant scattering process in organic liquid scintillators, such as that used in SNO+, is
Rayleigh scattering. Rayleigh scattering is an elastic % wavelength dependent process, where the
incident scintillation light may interact electromagnetically with the electron cloud of over-dense
groupings of solvent molecules, which occurs due to random thermal motion of the molecules [41].
This interaction causes the electrons to oscillate, which leads to the emission of scattered light of the
same wavelength as the incident light. The angular dependence of the scattered light is anisotropic,
preferring the forward and backwards directions acording to [42]:

1-9
1+6

I(0) x 1+ cos?(0) (1.36)

41



Where 1(0) is the intensity of the scattered light, 6 is the scattering angle relative to the incident
light and ¢ is the depolarisation ratio of the medium.

For liquid scintillator detectors, the quantity of interest is the mean distance a scintillation photon
travels before scattering. This quantity is the Rayleigh scattering length, Lg.q:, given empirically
by [43]:

6+ 39
6—76

>> kpTky (1.37)

[&r’f ((n2 —1)(2n% + 0.8n
Lscat =

34 n2+0.8n+1

Where n is the refractive index of the scintillator, A\ is the wavelength, T is temperature, kg is
Boltzmann’s constant, k7 is the isothermal compressibility and § is the depolarisation ratio.

It is desirable to have very long scattering lengths, on the order of tens of metres, for the
emitted scintillation light. Excess scattering delays the detection of light, making reconstruction
of the ionising radiation’s event vertex more challenging. In addition, deviations from straight line
paths from the vertex to the photodetectors may increase the distance traversed by photons in the
scintillator. This increases the probability of self-absorption, and thus the likelihood of internal
quenching processes removing the light. Therefore, scattering reduces the observed light yield of the

scintillator, and increases the resolution of position reconstruction.

Absorption

As scintillation photons propagate through the medium, they may be re-absorbed by the scintillator.
The probability of absorption depends on the wavelength of the scintillation photons, as well as the
absorption spectra of the scintillator components. In principle, any component of the scintillator may
be responsible for absorption, however the most likely candidate is the solvent, based on molecular
abundance arguments. Low concentration wavelength shifting secondary fluors, as discussed above,
are therefore crucial to shift emitted scintillation light to longer wavelengths, out of the solvent’s
absorption spectrum.

Where absorption does occur, the excitation energy will again be subject to the energy transfer
mechanisms detailed above. Since the energy may be internally quenched, excess levels of absorption
lead to severely curtailed light yields. Thus, it is imperative scintillator cocktails are carefully

chosen to maximise the separation between the absorption spectrum of the solvent, and the emission
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spectrum of the secondary fluor.
Practically, the combination of absorption and scattering effects may be observed through mea-

surements of the extinction length, L.,:

LabsLscat
Loy = ——m——— 1.38
ex Lscat + Labs ( )

The extinction length is the mean distance an optical photon travels before it is absorbed or scattered.
Since it is difficult to separate contributions from absorption and scattering, the extinction length

is the main bulk property of the scintillator accessible to measurements.

1.3.7 Photon Detection

In liquid scintillator experiments, scintillation light is typically detected by arrays of photomultiplier
tubes (PMTs) [44]. PMTs are a common choice, providing a cost effective way to provide large
area coverage, while maintaining good time responses and high efficiencies. Typical PMTs comprise
of photocathode, a set of ‘dynodes’ and a charge collecting anode [44], as shown in figure In
addition, the PMTs may be placed within a concentrator ‘bucket’, which increases the PMT coverage
of a detector, by reflecting indirect light onto the photocathode.

An incident scintillation photon striking the photocathode may induce the release of a photo-
electron via the photoelectric effect. This photoelectron is focussed by a strong electric field onto
the first dynode, causing a number of secondary electrons to be ejected from the surface. A strong
electric field focusses these secondary electrodes onto the second dynode, which further amplifies the
number of electrons produced. This process continues through a series of focussing and amplification
steps at each dynode, before the charge is collected on the anode.

The cascade of electrons produced by collisions with each dynode serves to amplify the charge
collected at the anode, ensuring even single photoelectron emissions from single photon hits produce
observable signals.

To detect low energy physics events (< 1 MeV), it is desirable for tubes to feature high quan-
tum efficiencies, to maximise the observed light yield, and a fast time response, to ensure good

position resolution. A fast time response is also important for applications seeking to resolve differ-
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ences between Cherenkov and scintillation light for background rejection, and to reduce inter-event
deadtime.

The quantum efficiency is defined as the ratio of photoelectrons escaping the anode to incident
photons, and is wavelength dependent. Therefore, spectral matching between the quantum efficiency
vs wavelength curve of the PMT and the scintillation emission spectra is essential, and is an im-
portant role of the secondary fluor. Collection efficiency is the fraction of free photoelectrons that
are successfully focussed onto the first dynode, initiating the amplification process of the signal.
The product of the quantum and collection efficiencies is an important objective to maximise when
selecting PMTs.

Fast timing has important implications for position reconstruction, as explained in chapter 2,
and is characterised by the transit time spread (TTS) of photoelectrons traversing the dynode to

the anode. This spread is the result of the following effects:

1. Photoelectrons emitted from different points on the photocathode must traverse different dis-

tances to the first dynode (D)
2. Photoelectrons are created with different initial velocities

3. Secondary photoelectrons created at the dynodes traverse slightly different path lengths before

reaching the anode

This results in a distribution of times each secondary electron arrives at the anode. If this spread is
large, it is impossible to know whether an early hit is due to a close event vertex or a shorter than
average transit time (or vice versa).

Additionally, the mean TTS should be short, ensuring PMTs reach threshold and trigger as soon
as possible. This reduces inter-event deadtime.

Dark noise is the name given to spurious PMT signals not arising from exposure to scintillation
light. These signals may be produced by a few different processes, the dominant source being
thermionic emission of electrons from the photocathode. In addition, thermionic emission from the
dynodes themselves and, at high operating voltages, emission from the side wall of the photocathode-

Dy system, contribute to the dark noise.
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Figure 1.12: Schematic diagram of linear focussing PMT and possible photon electron trajectories
through the dynode stack. Taken from .

A secondary component of the dark noise arises from radioactivity in the PMT materials, par-
ticularly the photocathode glass envelope. K B-decays produce electrons that may enter the PMT
and undergo charge amplification, further reducing the signal-to-noise ratio.

Typical dark noise reduction strategies include:

e Elimination of radioactive contaminants in the PMT materials

e Use of small area cathodes

e Masking of photo-emissive materials from the cathode-D; system walls

e Refrigeration of the cathode, thus reducing the dominant source of thermionic emission.

Balancing the timing, signal-to-noise ratio, detection efficiency, coverage and overall cost of the
PMTs in a large scale liquid scintillator detector is crucial. The PMT attributes play a key role in
determining the reconstruction resolution and low energy threshold of a detector, and thus broadly

dictates the possible physics analyses.
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Chapter 2

The SNO+4 Detector

This thesis utilised data collected exclusively by the SNO+ detector during it’s full-fill scintillator
phase. The following chapter details the key hardware components of the detector, the primary
science goals and detecting medium of each operational phase, and briefly explains the event building

and reconstruction algorithms.

2.1 Detector Overview

The SNO+ experiment is the successor to the Sudbury Neutrino Observatory (SNO), as detailed in
section and makes use of a lot of the same hardware: a 6 m radius acrylic vessel (AV), shielded
by 7 kilo-tonnes of ultra pure water (UPW), and instrumented with ~ 9300 8” Hamamatsu R1408
photomultiplier tubes [30]. The PMTs are attached to a stainless steel PMT support structure, at
an average radius of 9 m, and placed within 30 cm concentrator buckets, which increase the coverage
from 31 % to 54 % |46]. The quantum efficiency vs wavelength, alongside the TTS, is shown in figure
with the typical TTS around 3.6 ns at FWHM.

The key difference between SNO+ and its predecessor is the detecting medium: where SNO used
heavy water, the SNO+ experiment is filled with 780t of liquid scintillator. Figure shows the
main features of the SNO+ detector.

Located deep underground (2 km depth; 6000 m.w.e.) and exhibiting ultra-pure detector con-
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ditions, the SNO+ detector is well suited for many rare-event searches, such as low-energy solar

neutrinos, reactor antineutrinos, geoneutrinos, Ov/33 and invisible nucleon decays.

Hold Up / Hold Neck (deployed
down rope
source access)
system
6 m radius PMT Support
Acrylic Vessel Structure
(AV) (PSUP)
780 t liquid ~ 9300 PMTs
scintillator
7 kt UPW
shielding

Figure 2.1: The SNO+ detector. Adapted from .

2.1.1 Experimental Phases

The experiment has transitioned through a number of different operational phases, defined by the
composition of the detecting medium. Each phase featured unique conditions, rendering them

suitable for different physics analyses.
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Figure 2.2: SNO+ PMT (r1408) wavelength dependent efficiency and transit time spread. Taken
from RAT 7.0.15 MC software.

Water Phase

Prior to filling with liquid scintillator, the AV was filled with 905 tonnes of UPW, and between May
2017 and July 2019, SNO+ operated as a water Cerenkov detector.

The water phase was designed to allow the characterisation of the PMT response, data acquisition
systems and test the detector’s performance [48]. In addition, the background levels of detector
hardware components (external backgrounds) were assessed, for example the external water, PSUP,
hold-down ropes and the acrylic vessel itself.

In addition, SNO+ was able to undertake physics data-taking campaigns, with the main goals
of improving limits on invisible nucleon decays [49,/50], observing neutron-proton captures [51], 3.5
MeV threshold observation of solar neutrinos [52] and the first observation of reactor antineutrinos

with a water-Cerenkov detector [53].

Partial Fill

After water phase commissioning and data taking was complete, the deployment of the SNO-+

liquid scintillator began. Liquid scintillator was injected into the AV near the top of the neck, while
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UPW was removed from the bottom. This configuration was necessary to the different density and
immiscibility of LAB in UPW.

From March to October 2020, the scintillator fill was interrupted by the COVID-19 pandemic.
This led to an unexpected dual-phase scintillator-UPW configuration for a prolonged period of time,
with 365t of scintillator added to the AV, and a PPO concentration of 0.6 g/L. An interface layer
formed at z = 0.75 m, where (0,0,0) is defined as the centre of the AV. This interface layer was

clearly visible in photographs, as shown in figure 23]

LAB - UPW
Interface

Figure 2.3: A photograph from within the PSUP during the partial fill phase. The LAB-UPW
interface is clearly visible, with LAB filling from the top.

This partial fill configuration yielded approximately 130 days of physics data, from which the
first SNO+ measurement of long-baseline neutrino oscillations was reported , alonside the first

observation of 8B solar neutrinos in SNO+ scintillator .
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Full Fill (0.6 g/L PPO)

Following the lifting of COVID-related restrictions, filling with liquid scintillator was resumed. The
remaining UPW was removed from the bottom and a total of 780t of LAB + 0.6 g/L PPO was
loaded into the AV. Between April to June 2021, the detector was left to settle, before calibrations
and physics data taking proceeded.

These data were primarily used for the first demonstration of event-by-event direction recon-

struction for 8B solar neutrinos [56].

Full Fill (2.2 g/L PPO)

After data-taking was completed in the full-fill 0.6 g/L phase, PPO loading was resumed. A final
concentration of 2.2 g/L PPO was reached at the end of April 2022, and the detector was again left
to settle until March 2023. During this time, new calibrations of the light yield, scintillator emission
time profile and measurements of the internal backgrounds were performed. These data form the
basis of this thesis, yielding approximately 145 days of livetime.

During the 2.2 g/L full-fill phase, the primary physics goals were: accurate calibrations using in-
situ radiogenic backgrounds of the scintillator light yield and emission time profiles, characterisation
of the internal 238U and ?*2Th backgrounds in preparation for the 39Te loading, a first demonstration
of multi-site event discrimination for use in ®B solar neutrino studies, measurement of the 8B solar
neutrino flux, reactor and geoneutrino measurements, supernova monitoring, neutron multiplicity

measurements in liquid scintillator and exotic physics searches.

Full Fill (2.2 g/L PPO + 2.2 mg/L bisMSB + 5.5 mg/L BHT)

bisMSB was first added to the scintillator cocktail in July 2023, with a final concentration of 2.2
mg/L reached in November 2023. This was done to increase the light yield of the SNO+ scintillator,
leading to lower energy thresholds and more precise reconstruction.

In addition, an antioxidant, BHT, was added to stabilise the scintillator performance, helping
alleviate light yield degradation via oxidisation quenching.

At the time of writing, this is the configuration of the SNO+ detector. The primary physics goals

are the same as the 2.2 g/L full-fill PPO phase, with added efforts to perform target-out analyses
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for the Ovf3S program and taking advantage of the improved position reconstruction and light yield

for existing analyses.

Tellurium-Loaded Phase (2025 onwards)

The flagship physics analysis of the SNO+ experiment is the direct search for Ovg85 decay. To this
end, the SNO+ liquid scintillator will be doped with 0.5% by mass natural Tellurium, which contains
the double-beta decaying isotope, 0Te.

The selection of 1*°Te was dependent on a number of factors [57]. The relatively long 2034 half-
life of 7.71 x102° years [58] reduces the background from this process, with other candidates, such
as 1%9Nd, having 100x shorter 2034 half-lives [59]. In addition, Te does not require enrichment, as
the natural isotopic abundance of 3Te is 34.08%. This has major benefits in terms of cost and ease
of deployment relative to other 2v34 isotopes. Finally, the expected Q-value of 3°Te’s 0v33 decay
is 2.5 MeV, which is above the majority of the signals from natural radioactivity contaminations in
the scintillator and external components of the detector. This leads to a much less congested ROI,
making the signal extraction of Ov33 decay easier.

The tellurium loaded phase is initially scheduled for a 0.5% by mass deployment of '3°Te, with

the planned increase to to 2%, or more, in the longer term.

2.2 The SNO+ Liquid Scintillator

The SNO+ liquid scintillator currently consists of linear alkyl-benzene (LAB) solvent, (2,5)diphenyhlox-
azole (PPO) primary fluor, (1,4)bis(2-methylstyryl)benzene (bisMSB) wavelength shifter and Buty-
lated Hydroxytoluene (BHT) anti-oxidant stabiliser. Table gives an overview of the current and
target concentrations of each component of the SNO—+ scintillator cocktail.

Previous experiments, such as KamLAND [60] and Borexino [61], deployed large scale liquid
scintillator cocktails using pseudodocumene (PC) as the solvent alonside PPO. However, due to the
placement of the SNO—+ detector deep underground and PC’s toxicity, volatility, low flash point and
incompatibility with acrylic, it was deemed unfeasible for use in SNO+. In light of these issues,

extensive trials of different solvents were performed, with LAB selected for use in SNO+ [62].
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Chemical Species Role Target Concentration | Current Concentration
LAB Solvent
PPO Primary Fluor 20g L1t 22¢g L1
bisMSB Secondary Fluor 5.0 mg LT 2.2 mg LT
BHT Anti-Oxidant 5.5 mg L1 5.5 mg L1
Natural Te Ov33 source 0.5 % by mass

Table 2.1: Target and current concentrations of each component of the SNO+ liquid scintillator,
relative to the upcoming tellurium phase.

LAB has been shown to have competitive light yield with PC-based cocktails, whilst being
compatible with and having near identical refractive index to acrylic. In addition, LAB has a high
flashpoint, is non-toxic, and, once purified, has Raleigh scattering lengths in excess of 70 m at 546
nm. Thus, it exhibits many of the positive traits discussed in section 1.4.1, whilst being much safer
to handle and deploy underground than PC.

The concentration of the primary fluor, PPO, was optimised with Monte-Carlo (MC) simulations
to maximise non-radiative transfer from the solvent, whilst limiting PPO self absorption. As the
fluor concentration increases, the gains in light yield are expected to plateau, as shown in figure
Coupling this behaviour with the time needed to deploy the fluor underground, a 2 g/L target
concentration was set, with the final concentration measured as 2.2 g/L PPO.

The addition of a secondary fluor and wavelength shifter, bisMSB, was proposed to further
increase the light yield of the scintillator. This is important, as it acts to offset the quenching effect
of the tellurium deployment.

Similar Monte-Carlo studies were performed to optimise the target concentration of bisMSB. Due
to the ~ cm scale absorption lengths of bisMSB, it was found that adding only 1-2 mg/L bisMSB
would siginficantly boost the light yield of the scintillator. bisMSB achieves this light yield boost
in two ways: by radiatively absorbing scintillation light emitted by the PPO and re-emitting it at
a wavelength closer to the peak efficiency of the SNO+ PMTs (~ 450 nm), and reducing PPO self-
absorption losses. Figure 2.5 shows the respective absorption and emission spectra of LAB, PPO
and bisMSB.

BHT is a non-scintillating ‘optically neutral’ anti-oxidant, added to limit the degradation of the

SNO+ scintillator’s optical clarity due to oxidation reactions. This has no impact on the light yield
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Figure 2.4: Light yield (photons / MeV deposited) relative to 2.0 g/L. LAB + PPO bench top
sample. Yellow points show light yield measurements of samples taken from the detector, red shows
results from bench top samples and blue shows external measurements. Figure taken from [63]

or extinction lengths, and was added to maximise the longevity of the experiment.

Finally, the 0v33 isotope, 139Te, will be loaded into the scintillator using a novel technique [64]
to combine Te with 1,2-butane-diol, forming a soluble metal ion ligand complex. This produces a
scintillator doped with the O3 isotope, with an initial target concentration of 0.5% by mass. The
impact of tellurium loading on the scintillator is to decrease the following characteristics: extinction
length, light yield, and the scintillation emission timing spread. Figure shows the impact of
tellurium-loading on the charge intensity spectrum for four LAB + 2.2 g/L PPO samples, two with
0.5% tellurium (yellow) and two without (blue). Comparison of the end points of these spectra allow
quantification of the relative change in light yield expected with 0.5% loading.

However, due to the high light yield achieved in the full-fill bisMSB phase, the reduced Te-phase

light yield is expected to be more than sufficient to maintain the energy resolution required to
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Figure 2.5: The dominant absorption and emission spectra of LAB (solvent), primary fluor (PPO)
and wavelenth shifter (bisMSB), as simulated in RAT 7.0.15.

resolve the Ovf3p signal. Additionally, the reduced extinction length was determined to still be in
excess of 10 m at 380 nm. Finally, the faster timing, due to quenching effects observed with Te-
doped scintillators, will further improve the performance of time-based classifiers and reconstruction

resolution, for instance the multi-site classifier detailed in later parts of this thesis.

2.3 The SNO+ Trigger System

Following photon generation, propagation and detection by the PMTs, the detector needs a method
to collect PMT hits together and package them into physics events. This is achieved by the SNO+

triggering system and event builder.
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Figure 2.6: Comparison of light yield distributions for LAB + 2.2 g/L PPO scintillator samples,
with (yellow) and without (blue) 0.5% tellurium loading. Two samples of each class are included
(dashed and solid lines). The end points of the spectra provide an estimate of the relative change
in LY expected following tellurium loading. Figure taken from .

Without a triggering system to discriminate between potential physics events and spurious noise,
the sheer quantity of data recorded would be infeasible to save and analyse. Thus, the SNO+
triggering system utilises carefully calibrated thresholds to bring the event rate down to manageable
levels whilst selecting physics of interest with low energy thresholds and acceptable signal sacrifice.

A simple schematic of the SNO+ trigger system is shown in figure 2.7 At a basic level, physics
events are detected and packaged into discrete events via the summation of PMT charge pulses and
their comparison to trigger thresholds. When a trigger threshold is crossed, PMT hit information is
read out within a 400 ns ‘event window’. An event builder script packages this information into a
discrete event object, saving it to a ZDAB file format. These ZDABs are continuously offloaded to

external repositories, where data cleaning and position and energy reconstruction takes place.
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Figure 2.7: A simplified diagram of the SNO+ trigger system. The output charge of each PMT is
summed per crate at the CTC, with the crate-level output subsequently summed per global trigger
at the MTC. If threshold is reached, the MTC issues a global trigger (GT).

The SNO+ trigger system consists of groups of 8 PMTs connected to front end cards (FECs),
with 16 FECs grouped together to form a crate. In total, SNO+ features 19 crates, each connected
to a total of 512 PMTs. PMT hit level information is continuously digitised and saved for 400 ns
on each FEC, awaiting a global trigger (GT) readout signal to be issued.

Each crate is in turn connected to a crate trigger card (CTC), which is responsible for summing
the output pulses of every PMT in the crate. The combined pulses from each CTC are then summed
at the master trigger cards (MTC), with a single MTC respounsible for each of the 4 SNO+ event

triggers:

1. ESumHigh, a high-gain copy of the PMT voltage pulse
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Triggering Hit MTC issues GT GT Reaches FEC

Ons 110 ns 220 ns

400 ns Event Window Readout

Figure 2.8: Timeline of event readout after GT is issued. Due to cable delays between the FECs and
MTCs, it takes 110 ns for the triggering hit to reach the MTC, and the same again for the GT to
reach the FECs. Thus, the event window includes hits 180 ns before and 220 ns after the triggering
hit of the GT.

2. ESumLow, a low-gain copy of the PMT voltage pulse
3. N100, the number PMTs above threshold within a 100 ns window
4. N20, the number of PMTs above threshold within a 20 ns window.

The ESumHigh and ESumLow global triggers correspond to the total charge seen by all the PMTs,
and the N100 and N20 triggers correspond to the total number of triggered PMTs within a 100 ns
and 20 ns window, respectively. Of these triggers, the N100 trigger is the most commonly issued,
with the current threshold set at 15 hits.

If any of the four MTC pulses cross an event trigger, a GT is issued. This sends a signal for the
information digitised on each FEC to be read out and sent to the event builder and constructed into
a physics event. Due to cable delays, information is saved 180 ns before and 220 ns after the PMT
hit that triggered the GT, as shown in figure

Following issuing of a GT and the subsequent packaging of PMT hit information by the builder,
reconstruction of event position, time and energy is performed. These algorithms are the focus of

the last section of the chapter.
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2.4 FEvent Reconstruction in the Scintillator Phase

After data is packaged by the builder into ZDAB files, and these data have been offloaded to the
grid for data processing, reconstruction of the physical variables of interest begins.

Once reconstruction is complete, event information is saved into two derived file formats: RATDS
and NTUPLE. These derived file formats are commonly used in physics analysis, and differ based
on the quantity of information they contain (NTUPLES contain no PMT hit-level information).

The distribution of PMT hit times and positions constitute the observables in a SNO+ event.
From these data, physics quantities are reconstructed, namely: position, time and energy.

This section details the reconstruction algorithms employed during the SNO+ full-fill 2.2g/L PPO
phase, with particular emphasis on position reconstruction and the use of calibrated scintillation
emission time models.

Reconstruction in SNO+ assumes every event is a 2.5 MeV electron interaction, with point-like
energy deposition. Practically, this makes little difference, except to note the reconstructed energy

is the ‘equivalent electron energy’.

2.4.1 Position Reconstruction

Position reconstruction hinges on two algorithms: QuadFit (‘Quad’) and MultiPDF. Quad is a
simple analytical method, solving 4 simultaneous equations for cartesian coordinates and time. This
solution seeds MultiPDF, which uses the method of maximum likelihood to refine the fitted position-

time vertex.

QuadFitter

Given a perfect detector, with no spread in PMT timing or scintillation emission, the reconstructed
position and time would be exactly determined by any 4 PMT hit times, positions and the speed of

light in the detector medium using the simple time of flight equation:

‘fh - fe'u| = Cef(th - te'u) (21)
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Where &}, ¢, and tp, ¢, are the position and time of a PMT hit and particle interaction, respectively.
Four PMT hits yield four simultaneous equations, which may be solved to obtain &, and t.,, without
error.

In real life, there is a spread in the scintillation emission time, as well as in the transit time
spread of photoelectrons traversing the PMT dynode stack. Therefore, the result of equation [2.1
depends on the choice of PMTs chosen.

To deal with this smearing, many random groups of 4 PMTs are evaluated for each event,
creating a ‘point-cloud’ of (Zey, Yev, Zew, ter) solutions. Straight-line light paths are assumed, with
an effective velocity, c.f, chosen to minimise the reconstructed radial bias of events in the inner 5
m. The median result of each point-cloud is returned as the QuadFitter position-time reconstructed

vertex.

MultiPDF

The Quad vertex is used as a seed for the MultiPDF fit. For a given trial vertex, (Zey, tev), the log-
likelihood is calculated by comparing to a ‘time-residual’ PDF. The specific PDF used is dependent
on the radius of the Quad vertex, with PDF's created for each 1 m radial shell.

Time residuals are of central importance to SNO+, providing a position-independent quantity

from which to estimate the reconstruction vertex goodness-of-fit and perform particle discrimination.

tres = thit — tt.o.f —tev (22)

Where t5;; is the PMT hit time, ?;, ¢ is the calculated travel time, assuming straight line paths,
from the reconstructed vertex to a given PMT, and t., is the reconstructed event time relative to
the start of the event trigger. MultiPDF features PDFs constructed using events simulated in 1 m
radial shells. Due to refraction between the scintillator, acrylic and external water, the validity of
the straight line paths is reduced at higher radii. Using PDF's for each radial shell lessens the impact
of these deviations with radius.

The residual time, t¢,..5, providing accurate position and time reconstruction, should be equivalent

to the convolution of the scintillator’s emission time profile and the detector response.
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In the context of position reconstruction, a trial position-time vertex is used to calculate an event’s
time residual distribution according to equation 2.14. Straight line paths and an effective velocity
in each medium (scintillator, acrylic, and external water) are used to calculate the time residual
of each hit. This residual distribution is then compared to the time residual PDF to compute the
log-likelihood of the trial vertex. The log-likelihood is calculated on a hit-by-hit basis:

Nhits

log(L) = ) log(P(t}.)) (2.3)
=0

Where P(t%,,) is the likelihood of the time residual of the i** PMT hit in the event, ti_,, and Nps
is the total number of PMT hits.

The time residual PDF is shown in figure 2.9] It is constructed from 100,000 2.5 MeV electrons,
simulated within the innermost 4 m fiducial volume (FV) of the scintillator volume. Equation 2.14
is used, however the MC-truth information for t., and t;, s are used. The primary sources of
uncertainty in the position reconstruction are down to the widths of the PMT TTS and scintillation
emission profiles, which together dominate the shape of the distribution. These two distributions
are convolved to produce an irreducible spread in the reconstructed time residuals, depending on
individual PMT performance and the physics governing the emission, propagation and detection of
scintillation light.

However, as shown in figure 2.10] the reconstructed position resolution in the full-fill phase is

~ 11 cm, which is sufficient for accurate definitions of fiducial volumes and external background

rejection.

2.4.2 Energy Reconstruction

If a successful position-time vertex is reconstructed, the energy fitter attempts to reconstruct the
equivalent electron energy of the event. At a basic level, energy is reconstructed by noting its linear
relationship with the total number of PMTs hit during an event (Nhit). Thus, a simple straight line
fit to Nhit vs Energy, obtained from calibrated simulations, may be used.

This linear relationship holds for events near the centre of the AV, with energies up to about 5

MeV. At larger energies, the curve deviates from the linear relationship due to saturation, where
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Figure 2.9: Scintillator emission time PDF used for maximum-likelihood position fit given in Equa-
tion in 2.2 g/L scintillator phase. Constructed from 100 000 2.5 MeV electrons reconstructing
within 3-4 m radial shell.
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Figure 2.10: Resolution and bias of 2.2 g/L phase position fitter. Distributions obtained from 2.5
MeV electron simulations within 4 m FV.
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Figure 2.11: Reconstructed energy vs Nhits for electrons reconstructing within a 4 m FV. The red
curve is a linear fit performed in 1-5 MeV range. Error is the standard deviation of nHits in each
0.1 MeV bin.

PMTs are hit multiple times during a single event window. As described above, PMTs may only
register a single hit per event, and so Nhit is no longer linearly proportional to energy and would
yield an underestimate of the true energy, as shown in figure [2.11

Non-linearities in the Nhit-energy relationship also emerge for events occurring towards the edges
of the AV. Light emitted towards the edges travels less distance before hitting PMTs on the near
side, leading to many more multi-photon hits on a cluster of nearest PMTs. This effect is particularly
pronounced for events reconstructing beyond 5 m a radius in the AV, as shown in figure PMTs
also feature angle of incidence dependent collection and quantum efficiencies, further distorting the
Nhit-energy relationship.

The current energy fitter attempts to correct for each of these effects. The position dependence

is removed by constructing a look-up table of position-dependent correction factors, using MC sim-
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Figure 2.12: Dependence of Nhits on reconstructed radius from 2.5 MeV electrons simulated through-
out AV. Error bars are standard deviation of Nhits in each 0.5 m radial bin.

ulations. The multi-hit non-linearity is handled by translating nhits to a linear estimator of the
energy [33].

To first order, poisson statistics governs the recorded Nhit for an event. As such, the uncertainty
in the reconstructed energy for a 2.5 MeV electron is simply proportional to the square root of the

Nhit, yielding an uncertainty of ~ 3%.

2.5 Simulations in SNO+

An adapted version of the Reactor Analysis Toolkit (RAT) is used to simulate events in SNO+
[65]. This library incorporates Geant4 [66] and GLG4sim [67] for detailed MC simulations of the
detector geometry, generation of scintillation photons and their propagation, as well as the front-end

electronics and data acquisition systems. The reconstruction algorithms explained above are directly
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incorporated into the framework, alongside an interface with ROOT for data handling.
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Chapter 3

In-Situ Bi-Po Decays as a
Background Monitoring and

Calibration Tool

This chapter explains the use of internal Bi-Po coincidence decays as a background monitoring and
calibration source. These Bi-Po events derive from the 233U and 232Th decay chains, and produce
a source of a (Po) and 8 (Bi) events in the detector. They are of crucial importance, facilitating
measurements of the internal 23®U and 232Th levels in the SNO+ scintillator. The internal radioactive
purity level determines the success or failure of the SNO+ physics program: with low purity, too
many background events will be present in analysers’ energy regions of interest (ROIs), and rare
events, such as Ov3S3, will be rendered unobservable. Thus, at each stage of the detector fill, careful
analysis of the 233U and 232Th levels was carried out and compared to the target purity levels. Bi-Po
coincidences provide a relatively unambiguous signal from which indirect measurements of the purity
levels are made.

In addition to their use in background characterisation and monitoring, the o and 8 events from
Bi-Po decays find use in the calibration of the MC models governing the emission of scintillation

light. Due to the coincident nature of the Bi-Po decay, it is possible to cleanly extract samples of «
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and [ interactions in-situ, allowing for calibration without the need for deployed sources.

This chapter first describes the source of Bi-Po events, detailing the 233U and 232Th decay chains.
Next, the method of coincidence tagging is explained, before an analysis of the internal 233U and
232Th concentration for the 2.2 g/L full-fill phase is presented. In the second half, the calibration of

the light yield and scintillation emission timing, using these same in-situ Bi-Po decays, is presented.

3.1 Primordial Isotopes and the Bi-Po Coincidence Decay

Isotopes with half-lives longer than the age of the earth are known as ‘primordial isotopes’. Two
important examples for SNO+ are 238U and 232Th , with half-lives of 4.5 x10° and 1.4 x10'° years,
respectively. These isotopes are the progenitors of long decay chains of daughter isotopes, which
themselves constitute backgrounds to many SNO—+ analyses. The decay chains of interest are shown
in figures and Thus, it is imperative the 233U and 232Th concentration inside the SNO+
liquid scintillator, and surrounding construction materials, is both minimised and well characterised.

Due to their extremely long half-lives, the concentration of these primordials remains approxi-
mately constant on the time scale of a human experiment. This constant, slow rate of decay from
the progenitor isotopes lead to the decay chains attaining a state of ‘secular equilibrium’, where the
decay rate of each isotope in the chain is equal. This secular equilibrium is only possible when the
half-lives of the progenitors are significantly larger than the half-lives of each daughter. In this case,
each population in the chain is drip fed from the population above, and given the rate of population
decay follows AN, where )\ is the decay constant and N the number of isotopes, the population of
each level gradually builds until the rate of input is equal to the rate of decay.

This state of secular equilibrium, attained by the internal 2**U and 222Th chains, means a
measurement of the decay rate of any isotope in the chain is equal to the decay rate of any other
isotope in the chain, including the progenitor. Thus, it is possible to infer concentration of 233U and
232Th in the scintillator by extracting a decay rate for a single daughter in the chain.

To perform this measurement, it is necessary to isolate events from the constant background
noise in the detector. For these purposes, any event that slips into our selection of daughter isotope

decays is defined as an ‘accidental’. This is no mean feat, and seemingly impossible: after all, the
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Figure 3.1: Decay chain of 232Th . The rate of tagged coincidences between 2'2Bi-2!2Po is used to
measure the effective concentration of 232Th in the liquid scintillator. Figure taken from [55).

detector only sees a distribution of PMT hit times and positions resulting from «, § or y interactions,
without information of the specific interaction type.

Fortunately, both ?*3U and 232Th chains feature 214Bi-2'4Po or 2!2Bi-2'2Po coincidence events,
as shown in figures and[3:2] Due to the short half-lives of the Po decay, it is possible to tag Bi-Po
decays by looking for pairs of events, reconstructing at approximately the same position and within
a time window corresponding to a few half-lives of the Po candidate. This coincidence signal serves
as an effective fingerprint to isolate Bi-Po events from the other interactions. By placing constraints
on the reconstructed energy, based on the known nuclear physics of the respective decays, Bi-Po
events are isolated with minimal contamination from accidentals.

By exploiting the coincidence between the Bi and Po decays, the decay rate of the respective
decay chains is measured. These rate measurements, given the assumption of secular equilibrium,

allow a calculation of the 233U and 232Th concentrations in the SNO+ liquid scintillator.

67



238y a 24Th
Ty =4.468x10° years 4.27 MeV Ty =24.10 days
ﬁ Qp=0.273 MeV 214B; a 210T]
I, =19.9 minutes 5.6 MeV Ty = 1.3 minutes
234mpgy (BR.0.021%)
Tip = 1.17 minutes B Q=327 mev
B (B.R.99.979%)
Qp=22MeV
214P0
BAyU 222Rn Typ =164.3 ps
Ty =2.455%X10° years T, =3.82 days
ﬂQI;:lMeV a | 7.8 MeV
a | 486 Mev a | 559 Mev
ZIOPb
230Th a 218P0 Ty, =22.3 years
Ti =7.538%10%years 4.87 MeV T1» =3.10 minutes
B | Qz=0.06Mev
4.77 MeV 6.1 MeV :
a ¢ a e 210B
Ty, =5.013 days
226Rg 214pb
Ty = 1600 years Ty, =26.8 minutes B Qp=1.16 MeV
210p a 206p},
Ty =138.376 days 5.4 MeV stable

Figure 3.2: Decay chain of 233U . The rate of tagged coincidences between 2'4Bi-214Po is used to
measure the effective concentration of 23U in the liquid scintillator. Figure taken from [55].

3.2 %U and ?*?Th Purity Measurements in the 2.2 g/L Phase

Maintaining low radiopurity levels in the detector is essential for rare event searches. The search
for Ov33 decay relies on defining an energy ROI with as few backgrounds as possible. The fewer
backgrounds, the more obvious the Ov3p signal will be in an analysis. If the signal is buried beneath
orders of magnitude more backgrounds, analyses lose sensitivity to the signal: statistical fluctuations
in the backgrounds would more than compensate for any (slight) discrepancy between fitted models
and data, regardless of the presence or otherwise of the signaﬂ

Higher than expected backgrounds also increase the length of time needed to gather data before
statistically significant claims about Ov33 decay may be made. In the context of SNO+ competing
with other Ov3 decay searches, it is doubly important to maintain strict radiopurity requirements.

The target 238U and 232Th radiopurity levels for the SNO+ full-fill and tellurium phase are
summarised in table [3.I] Figure [3-3] shows the background counts expected within the Ov33 ROL

It can be seen that the 238U and 232Th chain contributions constitute around 25% of the total

1This is a problem in the 8B-v. analysis - see chapter 4
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ROI: 2.42 - 2.56 MeV [-0.56 - 1.50]
Counts/Year: 9.47

Cosmogenic 88 v ES

External y

Internal U chain
Internal Th chain

Figure 3.3: Proportions of each major background expected to contribute to the Ov33 analysis with
0.5 % '39Te loading, after imposing a 2.42 to 2.56 MeV energy ROI and a 3.3 m FV cut. Taken

from .

background budget. Thus, they are non-negligible contributors, requiring careful analysis at each

stage of the experiment.

Background Type | Full-Fill Phase Target [g/gra5] | Te Phase Target [g/g1 aB]
Internal 238U 1.60 x10~17 1.29 x10~1°
Internal 232Th 6.80 x10718 5.57 x10716

Table 3.1: The 238U and 232Th target concentrations for the SNO+ full-fill and tellurium phases .

3.2.1 23U and ?**Th Purity in the 2.2 g/L Full-Fill Phase

This section presents measurements of the 238U and 232Th scintillator purity in the full-fill 2.2 g/L
PPO phase. As explained above, the measurement uses the rate of coincidence-tagged 2'*Bi-214Po
and 2'2Bi-212Po , respectively, to infer the concentrations of the progenitors.

Starting with the assumption of secular equilibrium, the rate of change in the population of Bi
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isotope is:

dN

Where A and N are the decay constant and population of the progenitor, and likewise for Ag;, Np;

for the bismuth. Expressing this in terms of the rate of Bi-Po decays, Rp;_po:
AN = AB;Npi = Rpi—po (3.2)

N = RB% (3.3)

The number of progenitor atoms is now expressed in terms of the mass concentration, o, of progenitor

atoms per gram of scintillator:
oMayNa _ Rpi-po
m A

(3.4)

Where M 4y is the mass of scintillator in the AV, m is the atomic weight of the progenitor and N4
is Avogadro’s number. The left hand side of equation [3.4]is constructed such that oM 4y yields the

mass of progenitor in the AV, which is then converted to moles via the relation:

mass

moles = (3.5)

The number of moles is then multiplied by Avogadro’s number, yielding the number of atoms, N.
The final step is to rearrange equation for o, and account for the imperfect measurement
of Rp;—p,.- The coincidence tagged rate of Bi-Po events is not equal to the true rate, due to the
efficiencies of the analysis cuts, branching ratio of the Bi—Po decay, non-uniform reconstruction
performance as a function of radius and the detector’s trigger efficiency. Therefore, it is necessary
to rely on Monte-Carlo simulations of Bi-Po decays, applying identical selection cuts as in data, and

calculating the tagging efficiency via 3.6

_ NTag
Nav

€

(3.6)

Where N7, is the number of Bi-Po coincidences tagged in the simulated dataset and Ny is the
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Cut Selection Criteria
Prompt Energy 1.25 < F < 3.00 MeV
Delayed Energy 0.8 < E<1.1MeV
AR R<1lm
At 3690 ns <t <1 ms
Combined 6 m FV Efficiency (%) 77.0
Combined 4 m FV Efficiency (%) 23.5

Table 3.2: Table showing optimised 2'*Bi-2!4Po coincidence tagging cuts.

total number of simulated pairs in the AV.

By calculating the efficiency this way, the coincidence cuts, reconstruction non-uniformity, branch-
ing ratios and trigger efficiency is inherently accounted for. Thus, Rp;_po/€ yields the expected
number of Bi-Po coincidences in the AV, both observed and unobserved.

Finally, the equation used to calculate the 233U and 23?Th concentration is given by

Rpi_pom
o= —
E/\MA\/NA

3.2.2 Bi-Po Coincidence Tagging Algorithm

The decays of bismuth and polonium occur within a characteristic time window, determined by the
half life of the polonium. These decays will occur at the same true position, since scintillator drift
is negligible over the time scale of the coincidence and it is the same nucleus in both events. Thus,
the search for Bi-Po coincidences is defined by looking at two sequential events within a At and
AR window. The coincidence tagging algorithm is tuned to identify ‘out of window’ coincidences,
defined as those Bi-Po decays taking place in different trigger windows.

In addition, the reconstructed energy of events is used to further improve the accuracy of the
selection. The expected energy spectra of the prompt bismuth £ and delayed polonium « decays is
used to impose energy cuts on the two candidates.

Algorithm [I] summarises the coincidence tagging algorithm logic, and tables and contain
the applied energy, AR and At cuts imposed.

The algorithm first searches for the delayed polonium candidates, before looping back in time

for the prompt bismuth candidate. This is a choice to improve the runtime of the algorithm: since
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Algorithm 1 Pseudocode for Bi-Po coincidence tagging algorithm.

1: Input: A ROOT TTree dataset with many events

2: Output: A TTree of Bi-Po coincidence tagged events

3. for each event ¢; in the dataset do

Apply energy cut to determine if e; is a Polonium Candidate

5. if e; satisfies Polonium energy cut then

6 Set Polonium Candidate P < ¢;

7: for each preceding event e; where e; occurs before P and At < time limit do
8

9

=

Apply Bismuth energy cut to e;
if e; satisfies Bismuth energy cut then

10: Apply radial cut AR to e;
11: if e; satisfies radial cut AR then
12: Save P and e; as a Bi-Po coincidence tagged event
13: end if
14: end if
15: end for
16: end if
17: end for
Cut Selection Criteria
Prompt Energy 0.60 < E < 3.00 MeV
Delayed Energy 0.85 < E <1.3 MeV
AR R<1lm
At 400 <t < 800 ns
Combined 6 m FV Efficiency (%) 8.9
Combined 4 m FV Efficiency (%) 2.8

Table 3.3: Table showing optimised 2'2Bi-2!?Po coincidence tagging cuts.

the polonium candidates have a narrow Gaussian « energy profile, there are fewer possible events
satisfying the polonium criteria than the bismuth.

These cuts are optimised by reference to Monte-Carlo simulations of Bi-Po coincidence decays,
while also taking into account sources of accidental contamination. In order to obtain accurate esti-
mates of the scintillator purity, the Bi-Po selection must be made with low accidental contamination.
Therefore, the optimised cuts have a low combined efficiency, but high purity.

Figure shows the predicted reconstructed energy spectra of 214Bi-214Po , 212Bi-212Po and the
highest rate backgrounds from 2'°Bi-219Po. This plot motivates the choice of energy selection cuts
on both the prompt and delayed candidates. For the 2'*Po, there is some overlap with the 2!2Bi-

212Po and 219Bi decays. However, since the 212Bi-212Po rate is subdominant to the 214Bi-21*Po, and
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the overlap with 219Bi is minimal, an energy selection cut of 0.8 to 1.1 MeV is applied, yielding
high efficiencies and negligible contamination. Similarly, the majority of the 2!4Bi decays occur in
a region free of backgrounds, and thus a high efficiency energy selection cut of 1.25 to 3.0 MeV is
made to capture most of the spectrum whilst avoiding the 2'2Po and 2'“Rn.

Figure shows 212Bi-212Po decays occur in a more congested region of the energy spectrum.
Despite this, the 212Po selection may still be made cleanly by being mindful of the higher rate 2'4Po
and placing a lower energy cut at 0.85 MeV to limit contamination. For the 2'2Bi selection, an energy
range of 0.6 to 3.0 MeV was chosen. The lower limit was selected as a trade off between maintaining
a high selection efficiency and limiting contamination from 2!°Bi-210Po. It is also worth noting that
the bismuth energy selections have far less impact on the overall accidental contamination than the
At and AR cuts, and so broader values to maximise selection efficiency was acceptable.

The radial cut was carried over from previous studies performed by Josh W. [69], where the limit
was set to preserve 99% of simulated Bi-Po pairs. Despite the fact the Bi-Po decays technically occur
at the same position, the reconstruction algorithms, due to finite resolution, ‘blur’ the positions of
each decay away from the true position. Even in the case of two identical events occurring at the
same position, the reconstruction algorithms will still return different fit results, according to the
resolutions given in figure This is a consequence of the probabilistic nature of scintillation
emission and PMT response, which is dominated by the scintillator’s emission time profile and
the PMT TTS. There are further complications when resolving Bi-Po decays, given the fact the
interaction types are not identical. The reconstruction algorithms, tuned with respect to electron
simulations, will have an inherently different resolution for the polonium « decays then the bismuth
B decays. In addition, the bismuth S decay is overwhelmingly accompanied by 7 de-excitations,
of various energies. These s distort the energy deposition further from a point-like electron event
assumed by the reconstruction. Thus, a pragmatic approach was adopted, with MC distributions of
Bi-Po decays informing the choice of a 1 m AR cut.

Similarly, the At cut values were previously determined by Josh W. For the 2!4Bi-2!4Po, a range
of 3960 ns to 1 ms was chosen, with the lower limit set to exclude Bi-Po212 with < 2% sacrifice. For
212Bj-212P¢, the polonium has a significantly shorter half-life, meaning most Bi-P0212 decays occur

within a single event window. In order to remove in-window decays, a lower limit of 400 ns was set.
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Figure 3.4: Energy spectra of Bi-P0210, Bi-Po212 and Bi-Po214 decays.

This leads to a sacrifice of ~ 50%, but is unavoidable to maintain a clean out of window selection.

3.2.3 Purity Measurement Results

Finally, the out of window Bi-Po tagging algorithm detailed above was used to measure the effective
2387 and 2*2Th concentration in the 2.2 g/L PPO phase. This yielded the ‘effective’ concentration,
as it assumes secular equilibrium in the decay chain throughout the measurement period. In practice,
this assumption was occasionally broken by periodic radon ingress, caused by planned maintenance
on deck or changes in the external cavity water temperature. Thus, the measurements here constitute
an under-estimate for the intrinsic purity of the scintillator.

Runs were carefully selected with the most stringent data quality criteria in order to maximise
position and energy reconstruction performance (so-called ‘gold-list’ runs; see table [3.4]). Further-
more, detailed consideration of the impact of muons, muon followers and other high Nhit events on
the measurement livetime was performed. Despite the muon rate being as low as ~ 3 hr~! at the
detector, when they do occur, they are capable of fully saturating the detector’s PMTs for multiple
event windows. In addition, their passage through the detector can lead to short lived cosmogenic

backgrounds, dubbed muon follower events. These burst of followers are capable of producing many
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Criteria Cut Values
Run Type Physics
Run Length t > 30 mins
Crates On ALL
PMT Coverage coverage > 70%
Panel Coverage coverage > 80%
Outward Facing PMT Status ON

Table 3.4: Gold list run selection criteria, as determined by the SNO+ run selection group.

spurious Bi-Po coincidences, and must be removed. In addition to muons and their followers, there
are other high Nhit events that may produce accidentals. Since early 2022, high Nhit event hotspots
have formed in the neck of the detector. While these high Nhit neck events can be efficiently removed
with a z position cut, they produce so much light in the detector that residual photons frequently
produce retrigger events. These retriggers are the real danger, and primarily reconstruct around
the centre of the AV. At the time of writing, their source remains unknown, however possible light
leakage via the external laser calibration fiber system is being investigated.

With no muon track fitter available in the scintillator phase, the easiest method to maintain
data cleanliness was to remove high Nhit events and impose a deadtime veto (20 s), within which
no Bi-Po coincidences were tagged. This deadtime is a conservative cut, allowing retriggers and
cosmogenic activity to decay following a neck hotspot or muon, respectively. This deadtime was
subsequently subtracted from the reported run length to maintain accurate live-time calculations,
from which the Bi-Po event rates were derived.

Figuresto show the At, AR and energy distributions for the tagged populations of 214Bi-
24P and 212Bi-212Po. These distributions allow the verification of the purity of the selected Bi-Po
events by comparison of the AR and energy spectra to pure Bi-Po simulations, as well as fitting the

observed At distribution according to equation [3.8

f(t)=Ae ™+ B (3.8)

(0]



The fitted constant A is a normalisation, and B parametrises a flat accidental contribution to
the distribution. Thus, the At distribution allows a comparison between the fitted decay constant
and the accepted value of 2'*Po, and estimate the fractional accidental counts within the sample,
C, via equation [3.9]

- BNbins

These figures show broad agreement between the shapes of the fitted and observed AR distribu-
tions for both isotopes. Additionally, the fitted decay constant for 2'*Po is 4.01 ms™', within 3¢ of
the accepted value of 4.22 ms™!, and the accidental contamination term, B, consistent with 0.

Unfortunately, such fits to the Bi-Po212 At distribution are not possible. This is due to the
current trigger system (see[2.3)), particularly the automatic retrigger. For each N100 GT issued, the
detector automatically issues another GT 460 ns after the primary trigger. By unhappy coincidence,
the typical decay times of out of window 2'2Po occurs within this automatic retrigger event window,
leading to a At distribution with only 1 populated bin at 460 ns. Thus, no fits may be performed.
Despite this, the agreement between the AR and energy spectra of both isotopes lend confidence to
the purity of the selected populations.

Figures and show the effective 238U and 232Th concentrations, respectively, between
Ist June 2022 to the 10th March 2023, with the 23*U plot binned by day and the lower rate 232Th
concentration binned by month. Each graph shows the result for two difference FVs: the entire AV
(blue) and a restricted 4 m FV (black).

Both graphs show a rapid exponential decay (note log scale on y-axis) in rate following the end
of the PPO fill. This is simply ?22Rn and 2'2Pb ingress, brought in during the fill and subsequent
recirculation and mixing procedures, decaying away. From the 1st June 2022, no further large-scale
recirculation of the AV scintillator were performed and the initial equilibrium breaking ingress had
decayed away. From this point, the decay chains were assumed to have reached secular equilibrium
for the gold-list data selection.

Taking the data from the 1st June 2022, a weighted average concentration was calculated, with

the weights given by the error on each point. Table shows the weighted average concentrations
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for both isotopes and FVs. By way of comparison to table 3.1} it can be seen that the measured
concentrations for both isotopes are higher than the target concentrations for the full-fill phase.
Despite this, the levels remain below the tellurium phase targets. While not ideal, the current
concentrations of 233U and 232Th are sufficient for the Ov33 phase, providing the concentrations
remain subdominant to the ®B-v, elastic scattering rate (~ 107! level). More stringent purity
targets were made on the full-fill phase, given results from experiments such as Borexino, and the
relative ease of purifying the undoped liquid scintillator, relative to the other scintillator components.
Specifically, the tellurium itself is expected to have significantly higher levels of 238U /?32Th, even
after purification. Therefore, the lower the purity levels achieved in the full-fill phase, the greater
the tolerance to higher than expected levels in subsequent phases.

One final feature of the data to note is the inhomogeneity with volume most obvious in the 214Bi-
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Chain | 6 m Measured Concentration [g / grap] | 4 m Measured Concentration [g / g1,45]
28y 2.00 £+ 0.02 x1071° 4.32 £ 0.14 x10° 17
#32Th 1.27 4 0.07 x107*6 5.29 + 0.76 x10~'7

Table 3.5: Measured 2**U and 2*2Th concentrations for 6 m and 4 m FV in the full-fill phase.

214Po rate. Given a uniformly mixed scintillator in perfect thermal equilibrium, the concentration

of 238U would be homogenous across the full volume. Thus, figure should show the same

average for both the 4 m and 6 m FVs. The deviation from uniformity is due to temperature driven

convection currents around the AV edges [70]. Slight changes (< 1 degree) in the temperature of

the external water drives this convection. By examining the spatial distribution of 2!4Bi-2'4Po tags

during periods with above and below average cavity water deviations, this convection current has
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(29th April 2022) to 10th March 2023. Errors are statistical only.

been understood to feature 2 different modes:

1. Teoavity < Tay: ‘Normal’ mode. Scintillator in the AV cools and falls along the edges, with

displacing scintillator rising through the centre.

2. Tcavity > Tav: ‘Diffusion’ mode. Scintillator warms at the AV edges and diffuses into the

bulk.

Figures and [3.12b| show a typical p? — Z spatial distribution plot of Bi-Po214 events for each

mode.
During normal operations, the convection current effectively insulate the inner regions of the

AV from radon ingress via the neck. This would-be secular-equilibrium breaking ingress does not
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Figure 3.12: Comparison of normal (left) and diffusion (right) convection modes observed with
214Bj-214Pg coincidence tagging.

diffuse throughout the bulk, but sinks along the AV walls while decaying. Thus, the internal 238U
concentration for the scintillator is best captured by the 4 m FV estimate, which is less influenced
by chain-breaking background ingresses. The normal convection mode brings an unexpected benefit
to physics analyses: the majority of analysers impose F'V cuts to isolate the inner 5 m or so, in order
to reject external backgrounds and benefit from better tuned reconstruction. Thus, they remove the

excess internal 21 Bi-214Po backgrounds along the AV walls.

3.3 Calibration of the Full-Fill Phase Scintillator Model Us-
ing In-Situ Bi-Po214

This section details the scintillator model calibrations using in-situ Bi-Po214, which was the only
available internal calibration method for the full-fill phase. As discussed in section accurately
determined probability distribution functions (PDFs) of the observed time residual distributions are
a central component to position reconstruction. Thus, these calibrations were of crucial importance
to all SNO+ physics analyses, as they facilitated accurate MC simulations of the scintillator response.

The SNO+ scintillator model consists of a series of parameters governing the scintillation physics

and light propagation processes detailed in chapter [1.3.3] for 3~ and « interactions. The specific

82



calibrations amenable to Bi-Po tuning are:
e Intrinsic light yield, L, in units of photons per MeV deposited

e Birks’ constant, K, which determines the degree of ionisation quenching experienced by «

particle interactions
e Scintillation emission time constants of the empirical model given by equation [3.11
e Normalisations of wavelength dependent absorption lengths.

These parameters are tunable with in-situ 214Bi-21*Po, since these events present a large population
of separable 8~ and « interactions occurring within the scintillator bulk. This calibration method has
the additional advantage of being possible without deploying sources and disturbing the quiet data
taking operation of the detector. Thus, physics uptime is maximised and the stringent radiopurity
requirements are maintained throughout the calibration.

This thesis will focus on the initial calibration of the light yield, Birks’ constant and a detailed
examination of the optimisation of the scintillation emission timing model. The wavelength depen-
dent absorption models were extensively tuned by S. Riccetto |71], using the tagged population of
214Bj-214Po provided by the author.

Previous phases of SNO+ were calibrated using 2'*Bi-?'Po in a similar manner [69], [72]. It was
found the timing model was easier to calibrate once the light yield was fixed, due to the dependence
of the observed timing on the light yield. With higher light yields, the proportion of multi-photon
hits recorded is increased. These multi-photon hits lead to faster threshold crossing by PMTs. This
causes observed time residuals to appear more peaked, and therefore changes the best-fit emission

time parameters. Thus, the full-fill model calibrations proceeded in the following order:

—_

. Light Yield

2. Birks’ Constant

3. Absorption Model

4. Emission Timing Model
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In each case, complications arising from AV reflections were excluded by performing the calibrations

in a restricted 4 m FV.

3.3.1 Dataset

The calibration was carried out using tagged 2'4Bi-2'4Po events within a 4 m FV, using the pure
Bi-Po selection cuts given in table A total of 501 runs passing the gold list criteria of table
were selected, between 20th May and 14th June 2022. This yielded a livetime of 20.8 days and a

population of 854 coincidence events.

3.3.2 Light Yield

First, the raw light yield, L, (photons per MeV deposited), was tuned. In RAT, the number of
scintillation photons generated is obtained by sampling a Poisson distribution, with mean N, given
by:

N, =AFE,L.0; (3.10)

Where AE, is the energy transferred for this distance step in the simulation, obtained from Birks’ law
(equation and 6; is a particle-specific additional quenching factor (6; = 1 for electrons). These
photons are uniformly spread across the length of the step, and given uniformly random direction
vectors in a 4w solid angle, with wavelengths sampled from the appropriate emission spectrum.
The population of 2!4Bi events falling within a 4 m FV was used to tune the light yield, L., from
L., = 10800 to L, = 14000 photons per MeV. The updated L. was obtained using the ratio of the
median NHits between data and MC as a scaling factor. Figure [3.13| shows the distributions before
and after the correction was applied. Following this update, the simulation accurately matches the

observed light yield for electron interactions in the scintillator.

3.3.3 Birks’ Constant

After calibrating the light yield parameter, the response of the scintillator to « interactions was
tuned. As described in section a-particles undergo ionisation quenching. This leads to fewer

scintillation photons being emitted as compared to an equivalent energy electron interaction.
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Figure 3.13: Comparison of nhit distributions for 21*Bi (left) and ?!4Po (right) before and after light
yield and Birks’ constant tuning, respectively.

This quenching factor is parametrised by the simulation in terms of 6§ in equation The
tuning proceeded analogously to the light yield parameter: a population of 2'4Po events within a 4
m FV were compared to a simulated population. The ratio of the mean Nhits between data and MC
was used as a correction factor to the  parameter, leading to an update from 6 = 0.076 to = 0.077.
Figures and show the impact of this calibration, which led to excellent agreement.

After this calibration of the scintillation light yield for 3= (2!4Bi) and « (?'*Po) interactions, the
energy reconstruction algorithms were recoordinated. Thus, this work directly facilitated reliable

energy reconstruction in the 2.2 g/L scintillator phase.

3.4 Emission Time Model

The remainder of this chapter concerns the tuning of the scintillation emission time model. An ac-
curate scintillation emission time model is of paramount importance to all SNO+ physics analyses:
without well calibrated PDFs, the position reconstruction (and by extension, the energy reconstruc-
tion) will not yield accurate results, as it depends wholly on knowledge of the emission time PDF
for use in the maximum likelihood vertex fit. Furthermore, time-based classifiers (e.g. the multisite

classifier developed in chapter and a/f discriminators) are unable to be relied upon.
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Given the calibrated light yield and o quenching factor, the time constants and weightings of
the empirical emission time model was calibrated. Firstly, the method used to calibrate previous
phases of SNO+ is described. Afterwards, a novel improvement to this calibration procedure, using
Bayesian Optimisation with Gaussian Processes, is explained. Finally, the new method’s result is
compared to those obtained by the traditional technique.

The empirical scintillation emission time model is restated here in equation|3.11} The objectives

of this calibration are to optimise the model decay constants, 7;, and respective weightings, A;.

eft/ti _ eft/tr

f(t) :ZAiW (3.11)

As described in section B and « interactions lead to different emission time profiles in
liquid scintillator. Thus, two different sets of decay constants and respective amplitudes needed to
be tuned in the emission time model.

The traditional method of tuning the empirical emission time model is to proceed through the

following steps:

1. Use benchtop measurements to extract parameter estimates and define restricted domain for

fine-tuning model.

2. Use grid search to simulate 214Bi-2'*Po events with different combinations of timing parameters
close to those found on the benchtop. Compare the resulting time residual distributions in

simulation to those observed in tagged Bi-Po214 data.

3. Using the best-fit parameters, regenerate the position reconstruction PDFs (‘recoordinating’

the fitters).
4. Reprocess the tagged Bi-Po214 data with updated fitters.

If the reprocessing of the data leads to significant changes in the data-MC agreement, the process
must be repeated iteratively until convergence is met. Fortunately, this was not found to be necessary
for the 2.2 g/L tuning.

In each case, the time residual distributions, as defined in equation 2.2 were used to compare the

agreement between the MC and data. This agreement was quantified by computing the y? statistic
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between the two:

2 (0i — M;)?
= —_ 3.12
X bz i, (3.12)
Where O; are the observed counts in bin 7 in the data and M; is the same in MC. To account for
differences in the number of hits between the data and MC, the MC time residuals were normalised

to the total counts in the data.

Benchtop Measurement Apparatus

Using samples of scintillator taken from the AV, the scintillation emission time parameters were
measured on the benchtop, using the apparatus shown in figure While the setup was installed
previously for slow scintillator studies 73], the measurements and subsequent fits are the original
work of the author.

Three PMTs were installed within a sealed dark box: a r9880U ‘trigger’ PMT, a 16594 ‘charge col-
lection” PMT and a second r9880U ‘measurement’ PMT. A vial of deoxygenated 2.2 g/L scintillator
was placed on the plinth, with the ?°Sr electron source placed facing away from the measurement
PMT. This facing away configuration was chosen to reduce the impact of Cerenkov light on the
measured scintillation timing parameters.

908r B-decays to °Y (Q-value 545.9 keV), which subsequently 8-decays to ?°Zr (Q-value 2278.5
keV), which is stable. The approximate energy loss of an electron through the 1 mm glass vial wall
and 2 mm diameter scintillating fibre is around 1 MeV [74], meaning only the 8 particle from the
90Y interacts in the scintillator.

The time delay between the signals from the trigger and measurement PMTs created the timing
profile of the sample. The charge collection PMT was used to estimate the energy deposited in the
scintillator, allowing cuts to be placed that remove ‘tail’ events (events with low energy deposits that
have poorly resolved time profiles). Furthermore, the measurement PMT was placed within a dark
box with an adjustable iris, in order to reduce the occupancy to ~ 10%. This was done to limit the
impact of multi-photon hits on the measurement PMT, which at 10% occupancy were considered
negligible. The masking box also ensured hits travelled directly from the scintillator, removing the

possibility of scattered or reflected light triggering the measurement PMT.
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Figure 3.14: Side view of the benchtop timing setup. A ?°Sr source is placed facing away from the
measurement PMT, removing Cerenkov light from the measurement. The At between the trigger
and measurement PMT builds the emission time distribution, while the charge collection PMT
allows a calibration of a low energy cut, removing poorly resolved events. A masking box was placed
around the measurement PMT to reduce the probability of multiple photon hits.

The time resolution of the measurement apparatus was directly built into the emission time
parameter fits via convolution with the impulse response function (IRF). A sample of distilled
water was used in place of scintillator, and a time profile built from purely Cherenkov light was
produced. The resulting time profile, shown in figure shows the response of the apparatus to
an instantaneous impulse of light.

A Gaussian fit to the IRF gave a time resolution of approximately 390 ps, however, the distribu-
tion is not perfectly Gaussian. For this reason, the IRF was directly convolved with the measured
scintillator time profiles for each measurement fit.

Equation shows the objective function fitted to the At time profiles obtained from the 2.2
g/L AV sample.

—t/Ti _ e —t/ T

f@t) =1 = Fener) (ZA — ) + Fonerd(t) (3.13)
F(t) = f(t)(to — t) * IRF(t) (3.14)
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Figure 3.15: Impulse response function obtained from running the measurement on a water sample.

This allows an estimate of the intrinsic resolution of the apparatus from a Gaussian fit standard
deviation (~ 390 ps). Taken from [27].

Where Fope,r is the fraction of light produced by Cerenkov processes (consistent with zero in the
facing away configuration), 7; and A; are the previously explained scintillation emission decay con-
stants and weightings for the empirical model, and ¢y is a constant offset to account for the time of
flight between the sample and measurement PMT.

ROOT’s Minuit optimiser was used to perform a fit by minimising the negative log-likelihood.
The results for the 8 timing fits with the 2.2 g/L. AV sample is shown in figure

The best fit performance was obtained with a double exponential model, with decay constants
of 5.2 and 15.7 ns, respectively, and a rise time of 1.2 ns. The Cherenkov component was on the ~
0.5 % level, as expected for a facing away source configuration.

This result is unsurprising: with a PPO concentration of 2.2 g/L, non-radiative coupling to the

fluor dominates and LAB emission is negligible. Additionally, due to the short path lengths of
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Figure 3.16: Benchtop § timing fit result using a double exponential model. Decay constants and
amplitudes were used as seeds for the grid search tuning of the 2.2 g/L optics model.

scintillation light through the sample vial (~ mm scale), the impact of absorption, re-emission and
scattering is not visible. Thus, the simple model is able to capture the characteristic emission time
profile of the PPO well.

The B benchtop timing result was used as a seed for the calibration of the SNO+ emission
time model. As no « sources were on hand, similar measurements for the a timing could not be
performed. However, since the o/ timing differences are not extreme, the same seed was used for

the o timing calibrations.

Timing Calibration Results

Using the process outlined in section 3.2.3, the full-fill emission time model was calibrated. The final
tuned parameters for o and § interactions are summarised in table [3.6] Figures and show

a comparison between the time residuals obtained from simulation and 2'4Bi-2'4Po data within a 4
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Figure 3.17: Comparison of time residual distributions for 21*Bi for peak (left) and tail (right)
regions, before and after emission time tuning.

m FV, with the MC using the benchtop measurements (dashed) or the tuned constants (solid).

As figures and [3.18 show, there is a significant discrepancy between the data-MC agreement

with the benchtop parameters and those following the tuning process.

This owes to the more

complicated environment surrounding events in the detector vs those in the benchtop sample vial.

Whereas the benchtop measurement was performed to suppress as many other optical processes as

possible, the detector data time residuals are the result of the convolution of scattering, absorption,

re-emission, quenching, AV reflection and the PMT /electronics resolutions. At typical path lengths,

Parameter Benchtop Result | 5 Grid Search | Bayesian Opti- | « Grid Search
Result miser $ Result Result

t1 5.2 ns 5.0 ns 5.5 4.1

to 15.7 ns 24.5 ns 41.0 21.0

t3 399.0 ns 60.0 84.0

ty 500.0 197.0

t, 1.22 ns 0.85 ns 1.22 0.85

Ay 0.850 0.656 0.755 0.523

Ay 0.150 0.252 0.145 0.303

As 0.092 0.05 0.070

Ay 0.05 0.104

Table 3.6: Comparison of benchtop and grid search scintillation emission time model parameters for

the full-fill phase.
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the light passes through ~ meters of scintillator and cavity water, as well as 5.5 cm of acrylic. No
longer are these other optical processes negligible, and greatly impact the observed time residual
distributions.

The failure of the benchtop measurements to produce accurate time residual distributions com-
pared to the data is due to mismodelling in the extinction and scattering lengths, as well as discrep-
ancies in the electronics/detector response simulation between MC and data.

Given this fact, there are two options: a) fix the emission timing to the measured benchtop
values and tune the other parameters in the model or b) change the emission timing constants to
account for the convolved impacts of other optical processes. Since there was no reliable method
to independently measure the scintillator’s extinction lengths, a pragmatic choice was made to fine
tune the emission timing model to compensate for this mismodelling, until such a time as the SNO+
optical fibre calibration system is fully operational.

Despite the success of this tuning in accurately reconstructing the observed time residual distri-
butions, the time necessary to produce calibrated PDFs such as in figure [3.17] was extreme. The
presented tuning took months to complete, with literally billions of events simulated. Since this
calibration is necessary whenever the composition of the scintillator is altered, and given no reliable
analysis may be performed until the timing is optimised, it was mission critical to develop a better

method. The next section describes this improved, and fully automated, emission tuning method.

3.5 Calibration using Bayesian Optimisation with Gaussian
Processes

This next section details an attempt to improve the tuning process for the scintillation emission
timing model. As shown above, the grid search method over each parameter is extremely costly,
both in terms of wall time and the quantity of Monte-Carlo produced. It is therefore desirable to
develop methods that more efficiently tune the model, whilst preserving the same strong agreement
between data and Monte-Carlo.

To this end, a Bayesian optimisation algorithm was developed [76]. Bayesian optimisation is

a technique widely used for tuning the hyperparameters in neural networks, which suffer many of
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Figure 3.18: Comparison of time residual distributions for 2“Po for peak (left) and tail (right)
regions, before and after emission time tuning.

the same problems as found in the timing tuning [77]. Hyperparameter tuning requires a machine
learning model to be re-trained on input data for each set of parameters; there is no analytic function
describing how the model output relates to the hyperparameters, and so such tunings are expensive
and time consuming.

In this case, the convolution of the emission timing model in equation with the detector
response, along with the other optical processes, means an analytic relationship between the model
parameters and the data-MC agreement is unknown. The scintillator model may also be considered
an expensive to evaluate black-box function, with a large number of hyperparameters to tune. Thus,
it was determined Bayesian Optimisation would be well suited to solve these problems.

Bayesian optimisation seeks to minimise the number of evaluations of the model (i.e. the number
of times we must simulate Monte-Carlo with a set of parameters) by reformulating the problem in
terms of surrogate, acquisition and the objective functions. The objective function is the x? loss
between the data and Monte Carlo, and is unknown. Conversely, the surrogate is a known, easy
to evaluate prediction of the objective at an array of unmeasured points, where the predictions
are conditioned on the measured samples from the objective. This surrogate is therefore the prior
and posterior (depending on the step in the process) of the Bayesian optimisation. Finally, the

acquisition function is a simple function that uses the measured values of the objective and the
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predictions made by the surrogate to select the next point in the domain to sample the objective.
There are many choices of acquisition function. In this work we present the results from three

common choices: expected improvement, most probable improvement and upper confidence bound.

3.5.1 The Objective Function

First, the objective function to be minimised must be defined. In this case, it is simply the x?

between the time residual distributions of the simulated model and the measured data:

2
2 (0i — M;)
= 3.15
=D (3.15)
bins

Where O; and M, are the observed and measured frequencies in bin i, respectively.
The objective function is non-trivially dependent on the parameters in the emission time model of

equation [3.11] as it is the result of the full MC simulations and convolves many optical and detector

effects.

3.5.2 The Surrogate Function

In order to make a prediction of the objective function across the domain, a cheap to evaluate prior,
or surrogate, is defined. This surrogate function is chosen to be a Gaussian Process (GP), which
is an infinite-dimension analogue to a multi-variate Gaussian distribution [78]. A Gaussian Process
is a probability distribution over an infinite family of functions, defined by a mean, ,u()z ), and a
covariance function, E()? X! ):

F(X) ~ GP(u(X),5(X, X)) (3.16)
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Where X is a 9-dimensional input vector:

tl
t2
t3
td
X=1q (3.17)
Ay
Ay
As

Ay

There is a constraint on the weights, A;, such that:

> Ai=1 (3.18)

Gaussian Processes

For this work, we take the convenient choice of a zero mean prior, M(X ) = 0. The covariance
function, f], is determined by the choice of kernel.

The choice of kernel, K, determines the family of functions over which the GP is defined. This
choice is informed either by intuition or trial-and-error; for example, if you expect periodicity in your
objective function with respect to the inputs, you would use a kernel that encodes for this feature.
At each predicted point, the surrogate is defined as the GP’s mean function with uncertainty given
by the covariance function. This mean is the weighted average of all the infinite functions evaluated
at that point.

As an example, consider data with a single feature, e.g. the time residual data-MC agreement as
a function of ¢;. In order to understand the GP as a probability distribution over functions, we define
a set of 100 evenly spaced points in the domain of ¢; (see figure . The GP ensures the value of
the objective at each point follows a normal distribution, with the set of sampled points constituting

a multivariate-normal distribution. This joint distribution is defined by the mean and covariance
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function. By sampling from this multivariate distribution, we instantiate a single function from
the infinite family of functions defined by the GP. The central tendency of the multivariate normal
distribution at each point is determined by the mean function, and the type of functions sampled
are governed by the covariance function. For example, figure [3.19] shows functions sampled using
the RBF |79] and Matern [80] covariance functions and both with a zero mean. The RBF covariance
function enforces smoothness in the sampled functions, whereas the Matern kernel encodes more
local variability.

The choice of kernel function, K, is of central importance to the predictions of the surrogate.
Depending on the kernel, the family of functions over which the GP is defined is different. Two
common choices of kernel are the Radial Basis Kernel (RBF), which provides a measure of similarity
between points in the domain, and the Matern Kernel:

2o
Krpr = exp <—|| 22 ! ) (3.19)

1 NG S AV, 7R
KMatern = W <l||X—X H > B,, <l|X - X || (320)

Where X and X’ are two input parameter vectors and [ is a tunable free parameter, governing
the length scale over which the points are seen as similar. The Matern kernel includes additional
parameters, such as the gamma function, I', modified Bessel function, B, and v, which controls the
smoothness of the output.

This work uses the RBF kernel, assuming that the objective function scales smoothly with the
‘distance’ between input parameters.

After observing data, the mean and covariance functions are updated via equations and
0. 22)

W(X) = Ky (K + 0*T) "' F (3.21)

2 = KI),I) - Kp,’rﬂ([A{m,’rrb + O-QI)_lj\('rn,p (322)

Where X is an input parameter vector, K is a kernel function that returns the covariance between

two points, Z is the identity matrix, F' is a vector of measured objective function values and o2 is a
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Figure 3.19: Comparison of function samples from a GP defined with zero mean and RBF (left)
or Matern (right) covariance function. Functions evaluated at 100 predicted points in both cases,

according to equations [3.19 and [3.20] respectively.

user-defined (or model learned) measurement uncertainty. In the above, subscript m and p refers to
measured and predicted input parameter vector-points, respectively.

For any finite set of n objective evaluations, [F(X1), F(Xa),--- ,F(X,)], the GP assumption
ensures the set form a jointly Gaussian multi-variate distribution. This is important, as it allows
closed-form solutions for the covariance and mean functions given in equations and since
the conditional probability distribution, given new data, is also jointly Gaussian.

As the objective is sampled at more points, the updated surrogate function is constrained to
pass through each measured point. This effectively re-weights the GP distribution over functions,
making some in the family more or less likely. The updated mean and covariance functions therefore

progressively make better informed predictions of the true objective as more measurements are made.

3.5.3 Acquisition Functions

An acquisition function is the part of the optimiser that determines the next point to sample the
objective function, given the predictions of the surrogate across the domain. As with other optimi-
sation techniques, there is a tradeoff to be made bewtween exploration and convergence. Different
acquisition functions prioritise different strategies and therefore are more or less prone to being
trapped in local minima. The choice of acquisition function is therefore sensitive to the true ob-

jective surface over which the optimisation is performed, and thus different functions are good for
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different cases.

Lower Confidence Bound

The acquisition function considered in this work is the Lower Confidence Bound (LCB)E| [81]:
LCB(X) = ko (X) — u(X) (3.23)

Where k is a tunable parameter.

The LCB acquisition formula may be thought of as a simpler version of the EI function: a balance
is sought between selecting sample points with high uncertainty and low mean function, with the
trade-off between exploring new points and exploiting good solutions explicitly controlled by the

parameter x, rather than ‘baked in’ using the uncertainty of each predicted point.

3.5.4 Algorithm Implementation

As stated before, the main goal of this work was to develop a fully automated and much more
time-efficient method of performing timing calibrations. To this end, the algorithm was designed to
use HTCondor’s direct acyclic graphs (DAGs) [82], which execute a series of discrete scripts (nodes)

in sequence. The calibration process was broken down into the following steps:
e Propose a set of time constants to evaluate
e Simulate
e (Calculate simulated time residuals
e Evaluate agreement between simulation and data residuals

At the conclusion of each iteration, a post script runs to determine if the optimisation has converged
(i.e. has the last 5 samples been within 5% of each other in the feature space), or if the maximum

iterations have been reached.

2Note that this formulation is the negative of the usual version, to transform the problem into an acquisition
function to be maximised
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Practical Implementation Details and Constraints

Despite the apparent advantages over the laborious grid search method, Bayesian optimisation is
not without drawbacks. In particular, there is a bottleneck resulting from the matrix inversion
necessary for the mean and covariance function update rules, as shown in equations and
This bottleneck scales according to O(n?), where n is the number of measured points, or iterations
of the algorithm.

Despite this, the algorithm is not expected to require more than the order of 10s of function
evaluations to converge on a good solution, and if so, the matrix inverse step will remain subdominant
to the MC simulation runtime.

A second drawback of Bayesian optimisation is the ‘curse of dimensionality’. Like many algo-
rithms, as the dimensionality of the feature space increases, the problem rapidly becomes intractable.
In this case, the specific problem is defining a mesh of predicted points sufficiently fine to capture
local and global minima in the non-trivial feature-space domain, upon which to evaluate the sur-
rogate. In fact, with a 9-dimensional feature space, the number of points necessary for sufficient
coverage was prohibitive. Upon identifying this, it was decided to run the optimisation for a subset
of parameters only, and iteratively tune each subset until convergence or maximum iterations was
reached.

With this in mind, the algorithm performs sequential tunings of (¢;, A;) pairs, before running a
final 1D optimisation of the rise time parameter.

Something to note for all these algorithms is the RBF kernel’s length scale parameter, [. As
the RBF kernel is used to return a similarity measure between point-vectors, it is necessary to first
transform the features such that they possess length scales related to the impact each parameter
has on the objective. It is known that ¢; is dominant over t4, however t; varies over ~ 5 ns scale
and t4 over a ~ 100 ns scale. In order to treat point-vectors with similar t; but different ¢4 values

as ‘close’, we must weight the length scales appropriately.

Automatic Relevance Determination

The standard methodology is to first fit the GP to the data for a given set of parameters, and

then maximise the log-likelihood of the model fitting the data by adjusting the length scales of the
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method. This is known as ‘Automated Relevance Determination’ (ARD) [83], and allows the GP to
‘learn’ the correct scales for each feature as part of the optimisation process. Equation [3.24] shows
the log-likelihood to be optimised.

1 o, 1 S n
log() = 5" K5~ 5log(|K]) ~ Slog(2m) (3.24)

Where 3 is a vector of measured objective values and K is the covariance matrix between each

measured point. This equation may be understood by considering each term:

. %gfr K 14 is the data-model fit term. It decreases with length scale, meaning the model gets

progressively less flexible.

. %log(|f{ |) is a complexity penalty term. As the length scale increases, the penalty decreases,

since more smoothly varying functions are less complex.
e $log(2m) is a normalisation offset to the likelihood and does not impact results.

The partial derivatives of equation with respect to the length scales make it amenable to
gradient descent optimisation. However, since we are only tuning two parameters at once, a simple
grid search over length scales is simpler to implement and still does not present a bottleneck in
computation time.

Each time the algorithm updates the surrogate with a new measurement, the ARD script eval-
uates to find the length scales which allow the surrogate to best fit the available data. With
progressively more samples, these learned scales converge to stable solutions. Figure [3.20] shows the

log-marginal likelihood space for a later iteration of the (¢2, A2) tuning loop.

3.5.5 Results

The automated Bayesian optimiser result is compared to the grid search and benchtop solution in
figure The optimiser is able to rapidly learn the form of the best fit parameter space for (¢1, t2),
as shown in figure [3.21] This figure shows the surrogate learns the dominance of ¢; over t in less

than 20 iterations, before converging to an initial best fit of (4.5,41.0 ns). Next, the amplitudes (41,
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Figure 3.20: Log-marginal likelihood grid search over the RBF kernel length scale parameters for
(t2, A2). This result implies the surrogate varies over ~ 10 ns scale of ¢5.

As) were optimised, while keeping the time constants fixed. Figure shows the convergence of
A; to around 0.8, producing the solution in [3:22]

The process is repeated for the third and fourth time constants, with the final result given in
[3:23] This demonstrates the power of the Bayesian optimiser: in less than 6 hours, a tuning with

comparable accuracy to the exhaustive grid search method was obtained.
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10 20 30 40 50 60 70 80
T2

Figure 3.21: 2D Parameter space over t; and to. The red points show the sampled points, and the
colour is mapped to the x? between the data and MC time residuals. The optimiser rapidly learns
the dominance fo t; over t5, as shown by the lower predicted x? valley between 4 to 6 ns in ¢;. The
converged solution is (5.51, 41.02).
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Surrogate

Figure 3.22: Tuning over A;. The optimiser rapidly converges to a best fit solution of 0.755.
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Figure 3.23: Comparison of the benchtop (blue), grid search (red) and Bayesian optimiser solution
(green) to tagged 2'4Bi data (black).

104



@ T - - - T T T T
§ ------ 214Bi Model - Benchtop
_(é -—- 214Bi Model - Grid Search
Q) —
g 107 o, 214Bj Model - Bayesian Optimiser
§ . —— 214Bi Data
3 .

1073

10—4 -

105 F

10 |

1 1

0 50 100 150 200 250
Time Residual [ns]

Figure 3.24: Comparison of the tails of the benchtop (blue), grid search (red) and Bayesian optimiser
solution (green) to tagged 2*Bi data (black).
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Chapter 4

Multisite Event Discrimination for
°B Solar Neutrino Analysis in a

Background Dominated Domain

This chapter showcases the first application of ‘multisite’ event discrimination in a liquid scintillator
detector, within the context of a ®B solar neutrino flux measurement. The energy ROI is defined
between 2.5 to 5.0 MeV, within a 4.5 m FV.

In liquid scintillator, interactions may be classified into two broad classes: events which create
single, point-like energy depositions, and those which deposit energy over a broad area at a series
of discrete vertices. The former are electron-like events, such as those produced by 3B-v, elastic
scattering or #-decay. The latter class, multisite, frequently arise from radioactive decays involving
~ particles, such as internal 2°3T1 -y decays, and it is the Compton scattering of these s that
produces multiple energy deposition vertices for a single event.

The v emissions arise following the [-decay of the parent nucleus to an excited state of the
daughter, which relaxes via the emission of a v photon to the ground state.

The observable difference between single-site and multisite events is a broadening in the time

residual distributions of multisite events. The discrete energy depositions at each Compton scattering
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vertex does not conform to the position reconstruction’s assumption of events containing a single
interaction vertex. Thus, when equation [2.2| is used to calculate the time residuals for a given
fit-vertex, the resulting distribution is broader than expected. It is this broadening of multisite
event residual distributions, compared to single-site events, that forms the basis of discriminating
single-site and multisite interactions.

As discussed in section a measurement of the ®B-v, flux in the 2.0 to 5.0 MeV transition
region is of great interest to the community, due to its sensitivity to BSM physics. It is also a
challenging ROI to perform a measurement, owing to high rate of internal radioactive backgrounds.
To date, no ®B flux measurements have been reported with the necessary precision to probe new
physics in this energy range.

In liquid scintillator, the dominant background in this ROI is internal 2°%T1 $-v decays. These
decays feature a prominent v emission at 2.6 MeV as the daughter 2°®Pb relaxes to the ground state,

as shown in equation
208T] 208 ph* 4 em =28 Ph 4+ e + (2.6 MeV) (4.1)

Where * denotes an excited state.

Due to their multisite character, and the single-site nature of the ®B-v, signal, multisite event
discrimination provides a method to improve the precision of solar neutrino flux measurements. This
chapter begins by explaining the estimated ®B-v interactions are expected in the SNO+ detector.
Next, details of the multisite classifier, developed using the calibrated scintillator model described
in chapter [3] are provided. Indicative results from an Asimov study are presented, showing the
probable scale of improvement multisite event discrimination can provide. Finally, the multisite
classifier is applied to real detector data and used to measure the ®B solar neutrino flux in the 3.5

to 5.0 MeV region.

4.1 °®B Solar Neutrino Interactions in SNO+

8B solar neutrino interactions are detected via elastic scattering reactions with atomic electrons.

Interactions with nuclei, while possible, deposit too little energy into the scintillator to be detected.
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Figure 4.1: Solar v, energy spectrum (red) and survival probability (black). Energy spectrum
created using values from [84], and survival probability curve taken from [55], which calculated P
for the B16 GS98 Standard Solar Model [85] using mixing parameters from [36].

Elastic scattering reactions may proceed via both charge current and neutral current interactions.
However, since the energy scale of the solar spectrum is far below that necessary to produce muons
or tau particles, the CC pathway is only available to v.. Considering a solar neutrino of incident
energy F, and producing a recoil electron with kinetic energy 7', the differential cross-section is, to

first order:

do o0 [ o o T 2
—_— = — 1 _— —
0T~ me |90 T9R(L— )"~ 9rgr

1 MeC
E, E,

(4.2)

Where m, is the electron mass, g7, = sin?(0y) ~ 0.23, gr = gr. & % (+ for v, — for other flavours)
and og ~ 8.81 x 107%° ¢cm?. Oy is the weak mixing angle. The recoiling electron’s kinetic energy is
limited by relativistic kinematics to an upper limit, T},4,, given by equation (4.3

22

T

(4.3)

Additional radiative corrections must be made to the first order result of |4.2| when measuring 8B

above 5 MeV, changing the first order result by around 5%.
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Component | fraction | Electrons
LAB 0.99747 131
PPO 0.00253 116

Table 4.1: Mass fractions and number of electrons for LAB and PPO in the full-fill scintillator [87].

Given an elastic scattering interaction produces a recoil electron, this electron excites scintillator
molecules, which eventually release this energy as scintillation light, through the processes detailed
in Section The expected rate of B-v, elastic scattering events may be calculated by integrating
the cross-section in equation with respect to the neutrino energy, while taking account of the v,
survival probability, P..(F). Given a predicted flux, ®sp, and knowledge of the number of electron

targets in the scintillator, n., the expected interaction rate is calculated according to equation
R = ®spn, / P(E) [Pee(E)oe(E) + (1 — Pee(E))o, - (E)) dE (4.4)

Where P(FE) is the normalised v, energy spectrum shown in figure The number of electron

targets in the scintillator may be obtained from equation

n, = NaMo 2 fins (4.5)
Mo

Where f; is the fraction of the scintillator cocktail made up of component i, n; is the number of
electrons in component ¢, M is the total mass of the solvent, N4 is Avogadro’s constant and my
is the molecular weight of the solvent. Using the values in table 235 g/mol as the molecular
weight of LAB, and 784 tonnes as the total mass of scintillator, the number of electron targets in
the full-fill phase was calculated to be 2.63 x1032.

The predicted B flux, ®sp, was taken from [88] and given by:

Dsp = 5167257 x 10° cm 257! (4.6)

Finally, the expected rate of 8B events in the full-fill phase is given by equation with the integral
evaluated numerically over the range of possible neutrino energies, given by the spectrum in figure

For each energy, the cross section in [f.2] was first integrated up to the end-point of the recoil
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electron spectrum, given by The neutrino survival probabilities were similarly evaluated using
the curve given in figure 4.1

R=0.136 hr™* (4.7)

In order to obtain an estimate of the expected number of signal events in the ROI, the predicted rate
in -4 needs to be scaled by the efficiency of the analysis cuts. These include fiducial volume, energy,
reconstruction efficiency and any data cleaning cuts imposed on the data. The event selection cuts

used in this analysis are given in table

4.2 The Multisite Classifier

This work developed a classifier to leverage subtle differences in timing between single site physics
signals (e.g. solar neutrino interactions) and multisite backgrounds (e.g. internal 208TI). The
classification method itself has been studied in MC (see [89], [33]) in the context of rejecting multisite
cosmogenics (e.g. 59Co, 22Na) for Ov33 decay searches, but has not been used for full-fill scintillator
backgrounds, and never applied to data.

The classifier uses the time residuals of a given event, along with PDFs produced of the time

residual distributions of a single-site and multisite event, to return the log-likelihood ratio:

res

Nhits ;
_ 1 3 Ps(tres)

Where Nhits is the total number of PMT hits in the event, Pg, Pg are the respective time residual
PDFs of the signal and background, and t._, is the time residual calculated with equation for
the " PMT hit.

An example of the time residual PDFs used in this work are shown in figure [f.2a] Each PDF
was created from 50 000 simulated internal ®B-v, or 298TI events. Selection cuts of 4.5 m FV and a
2.5 to 5.0 MeV ROI were applied to events building the PDFs.

As shown in figure [{:2a] the differences in the time residual distributions themselves appears

small. However, due to the careful calibration of the time profiles explained in chapter 3, alongside

the high statistics used to create the PDFs, these small discrepancies are significant, with the bin-
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Figure 4.2: Underlying multisite classifier PDFs and statistical separation for 2°T1 8y and ®B-v,
ES.

by-bin statistical errors too small to be seen. Thus, the Alog(£) multisite classifier is able to achieve
a good statistical separation between the two event types, as shown in figure [£.20]

The analysis process proceeds as follows: first, generate PDFs in energy and multisite discrimi-
nant for each process within the domain; second, use these PDFs in an extended-binned maximum
log-likelihood fit, to obtain the normalisations of the dominant multisite background (?°*TI) and
single-site signal (®B-v, ES). The fitting formula is given in equation The key metric of success
is the width of the profile log-likelihood curves for the extracted 8B normalisation with and without
multisite information included in the fits. To this end, the fits were performed thrice, using a) energy
only, b) multisite only and ¢) a combination of energy and multisite.

If the multisite classifier encodes enough different information from the energy PDFs, the com-
bination of these PDFs in the fit should yield a more precise ®B flux than each alone would obtain.

A bespoke likelihood-based fitting framework was developed to recover the solar neutrino and
208T] normalisations in the dataset. The analysis is a binned-extended log-likelihood fit, where the

log-likelihood is calculated according to:

log(£) = nylog (Z NiPik> -3 N (4.9)
k i

i
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Figure 4.3: Comparison of discrimination power as a function of energy. From left to right: 2.5 <
E<30MeV,30<E<35MeV,35<FE<4.0MeV,4.0< E <45 MeV, 45 < E <5.0MeV.
Separation between event classes remains approximately the same over the 2.5 to 5.0 MeV energy
ROL

Where ny is the number of events in bin k£ of the dataset, N; is the normalisation of event type
and Py is the counts in the energy or multisite PDF for event type i. In each case, the —2log(L) is

minimised with respect to the normalisations, NN;.

4.2.1 Energy Dependence of the Multisite Classifier

The underlying time residual PDF's, used in the multisite classifier calculation, exhibit an irreducible
energy dependence. At high energies (~ E > 8 MeV), this is due to the effect of multiple photon hits
on the PMTs. These multi-photon hits generate an excess of photoelectrons in the PMTs, leading
to a more rapid crossing of the PMT trigger thresholds. Since each PMT may only register a single
hit per event window, this biases the observed time residuals towards earlier scintillation emission
times.

Before applying the classifier to data, it was important to verify the extent to which it was
sensitive to changes in energy across the ROI. To this end, the ROI was split into 0.5 MeV bins,
and the multisite classifier time residual PDF's regenerated within these energy bins. The output
discriminant distributions for 2°*T1 and ®B-v, ES events reconstructing within each respective bin
are shown in figure [{.3]

As can be seen in figure [I.3] the energy dependence of the classifier is negligible within the
analysis ROI. While care should be taken when applying the classifier more generally to higher

energy events, it was deemed acceptable to use a single set of time residual PDF's, as given in figure

A.2al
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4.3 Asimov Dataset Analysis

To get a handle on the impact of including multisite information in the maximum likelihood ex-
traction code, the fit was run on an Asimov dataset [90]. This dataset was created from simulated
events within a 4.5 m FV and 2.5 to 5.0 MeV ROIL. PDF's were created in both energy and multisite
for each event class, and then scaled to their relative normalisations given by a background model.
These normalisations were then scaled up to represent the event counts for 1 year of livetime. For
each event, the underlying time residual PDFs were created from 20%T1 and ®B-v, events, using

equivalent energy and FV cuts.

4.3.1 Background Model: 2.5 to 5.0 MeV

The Asimov model was constructed from PDFs in multisite and energy space, scaled to their respec-
tive predicted normalisations assuming 1 year of livetime. The contributing event classes considered
are summarised in table with the dominant contributions coming from 2!2Bi-2!2Po in-window
pile-ups, 214Bi, 298T1 -y decays and 8B-v elastic scattering. 21°T1 3-y and (a,n) coincidences were
also considered, but contribute negligible rates to the ROI.

The respective contributions of these event classes to the ROI were estimated by assuming the
8B interaction rate given in equation and using the 2'4Bi-2'4Po and 2'2Bi-2!2Po measured rates
described in chapter 3. Since the 2°%T1 and 2Tl are members of the 232Th and 23®U chains, respec-
tively, the predicted number of events within a given ROI and livetime are directly calculable, given

212)Bj-214(212) P events, the Bi-Po tagging efficiencies and the respective

the number of tagged 214(
Bi — T1 branching ratios.
In order to obtain realistic normalisations for the Asimov dataset, the background rates in a real
sample of detector data were analysed. Gold list runs, as defined by table were selected between
1st June 2022 to 10th March 2023, yielding 145.7 days of livetime. Events were selected using the
analysis cuts summarised in table
After data selection, a set of generalised coincidence cuts were applied to the dataset. This was

done in order to tag and remove coincident backgrounds, such as Bi-Po and («, n) decays. Table

summarises the coincidence cuts applied. These cut values were tuned to remove > 95% 214Bi-214Po,
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Cut Name Acceptance Criteria Comment

Energy 25 <E <5.0 MeV Energy ROI providing clean selection of 8B-v
single-site and 2°8TI multisite interactions.
FV 4.5 m Trade-off between sufficient single-site statis-
tics and excluding external backgrounds.
ITR 022<ITR<0.3 Applied same ITR cut as used in section M
Important for removing neck follower events.
Retrigger Cut At > 460 ns Inter-event time calculated from 50 MHz

clock. Ensures no retrigger events enter se-
lection (e.g. mneck followers, muon followers,
electronic noise).

Reconstruction True Ensures both position and energy reconstruc-
Valid tion converged.
High Nhit Nhit < 5000 High nhit veto trigger. If triggered, 20 s dead-

time implemented to remove neck hotspot and
muon followers. Livetime adjusted by number
of veto windows triggered.

Data Cleaning | 0x2100000042C2 Automated data cleaning checks applied dur-
Mask ing pre-processing. Flags events due to instru-
mental noise.

Table 4.2: Event selection cuts applied to the dataset. Identical cuts were applied when creating
the PDFs used in this analysis.

with < 5% signal sacrifice in the energy and FV ROI, with the final efficiencies for each event class

listed in table 4l

Prompt Energy E <10 MeV

Delayed Energy | 0.2 < E <10 MeV
AT AT < 4 ms
AR 0<AR<2m

Table 4.3: General coincidence tagging cuts.

While the out-of-window cuts are effective at removing 2'4Bi-2'4Po and (a, n), the 2'2Bi-212Po is
almost unaffected. This is because in-window 2'2Bi-2!2Pos are overwhelmingly more frequent than
out-of-window 2'4Bi-214Pos, due to the relatively short half life of 2'2Po compared to the detector’s
trigger window. Initially, in-window classifiers were used to remove these events. These classifiers
use MC simulations of in-window and out-of-window decays to create characteristic time residual
PDFs, which are subsequently used to assign a likelihood for a given event being an in-window decay.

However, the multisite and in-window classifiers, both being time-based, are correlated. In order to
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Isotope Efficiency
21RB;-214pg 0.953
212Bi.212pg 0.048

(a,n) 0.960
2087 0.053
2107 0.025
8B, 0.036
8B, 0.036

Table 4.4: General coincidence cut efficiencies in a 4.5 m FV and 2.5 to 5.0 MeV ROI.

not bias this analysis with data cleaning dependent cuts, in-window rejection was not implemented.

214Bj-2MPo and ?'?’Bi-?'?Po Expectations

The first step in measuring the relative rates of each background was to calculate the number of
Bi-Po coincidences falling within the ROI. BiPo tagging was applied to every run in the 145.7 day
livetime dataset, using the coincidence cuts summarised in table [3:2 The number of coincidence
tags was scaled up by the combined efficiency, providing an estimate of the total number of prompt
events occurring in the 6 m FV, both observed and unobserved.

Next, this number was multiplied by the fraction of 2'4(212)Bj events that fell within the 4.5
m FV and energy ROI. Finally, this quantity was multiplied by the fraction of events remaining
following the generalised coincidence tagging, given in table [£.4]

The total number of 214(212)Bj-214(212)Pg events expected in the FV and ROI is given by:

Tag
Npipo = —24m e201 (1 — €1ag) (4.10)
clean
This may be simplified to:
Ngiro = N§ipocror(l = €rag) (4.11)

Where Npg;p, is the number of Bi-Po events expected to contribute to the FV and ROI, N g‘x,o is the
predicted number of Bi-Po events in the full 6 m volume, Nggfn is the number of Bi-Po events tagged

in the dataset with the clean selection cuts, €cqs is the tagging efficiency of the clean selection cuts,

bV, is the fraction of Bi-Po events that fall into the FV and ROI and €74, is the tagging efficiency
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of the ROI and FV coincidence tagging.

Table shows the expected contributions of 214Bi-2'4Po and 2'2Bi-2'2Po to the dataset.

Tag AV FV .
Isotope Neon | Niipo €EROI NBipo

211Bi-21"Po | 4583.0 12946 | 0.062979 | 38.528
212Bi-21?Po | 138.00 | 3201.2 | 0.019424 | 59.227

Table 4.5: Expected number of Bi-Po events contributing to the ROI and FV. Np;p, was obtained
via equation [£.10 and the ROI and FV tagging efficiencies summarised in table for a 145.7 day
livetime.

20871 and 2!°T1 Expectations

The 203T1(219T1) expectation value was obtained from the respective number of 212(214)Bij-212(214)pg

events in the AV, and the respective branching ratio:

Nri = Ngip,Uisri€rtr (1 — €rag) (4.12)

Where Np; is the expected contribution of 208T1(210T1) to the ROI and FV, and I'g;_,7; is the
branching ratio of 2!2Bi(?'4Bi) to 208TI1(21°T1).
Table [4.6] summarises the branching ratios, efficiencies and background model expectation values

for each Tl isotope.

Isotope | I'p;_T1 eﬁ‘ofl Nty
2087 0.3594 0.4305 | 468.9
2107 0.0002100 | 0.3425 | 0.9081

Table 4.6: The expected number of Tl events contributing to the ROI and FV for the 145.7 day
livetime. Nry is obtained via equation 4.12 N3Y., from table and the ROI and FV tagging
efficiencies in table [1.4]

Table [4.6| demonstrates the negligible contribution of ?'°T1 to the RO, yielding less than 1 count
for this 145.7 day livetime.
(a,n) Expectation

a particles, primarily created by 2'°Po decays, are able to interact with atoms in the scintillator,

producing free neutrons and a prompt . The most common reactions involve carbon and oxygen,
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Pre-Cuts N(or,n) €p €4 N(a,n)
24.3 0.118 | 0.309 0.4

Table 4.7: Pre-cut (a,n) estimate obtained from the product of neutron conversion efficiency, 2!°Po
rate and 145.7 day livetime. €, q give the fraction of prompt and delayed events reconstructing within
the ROI and F'V. N(, ) is the final estimate, accounting for the generalised tagging efficiency.

as shown in equations and

a+BC=1%04n (4.13)
a+%0 = Netn (4.14)

These neutrons are captured with a time constant of ~ 200 us, producing a delayed 2.2 MeV .
Because of the coincident nature of («,n) interactions, they may be efficiently removed using the
generalised coincidence tagging cuts.

The predicted rate of (a,n) interactions is given by equation m

Niany = 6.1 x 107® Ra1otyive (€ + €4) (4.15)

Where 6.1 x1078 is the o to neutron conversion factor, Ry is the rate of 219Po decays, tj;ye is the
livetime and €, 4 is the ROI and FV efficiency for prompt and delayed events, respectively.

The two efficiencies are important, as both prompt and delayed events may contribute to the
events in the ROI. Thus, the efficiencies of prompt (a,n) and delayed 2.2 MeV v events were
estimated individually from MC.

Table shows the predicted contribution of (a,n) events to the ROI and FV. The average

210Pg rate of 35 mBq m~2 was taken from [91].

8B Solar Neutrino Expectations

The expected number of solar neutrino events in the dataset, was calculated using equation ?7, for
Ve OF Uy

Ny, = €eptiivecitr (1 — €rag)R (4.16)
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Where R is the total expected solar neutrino interaction rate in the detector, e , is the fraction of
R arising from v, or v, tve is the livetime, egg ; is the fraction of events reconstructing within the
ROI and FV, and €744 is the generalised tagging efficiency, given in table

The expected contributions of each flavour of solar neutrino are summarised in table

FV
Flavour R €e,p €ror | Nve,,

Ve 475.5 | 0.7541 | 0.114 | 41.0
vy 475.5 | 0.2459 | 0.109 | 12.7

Table 4.8: Expected number of 8B solar neutrinos in the ROI and FV.

Thus, the expected total number of 8B-v elastic scattering events in the dataset is 53.7.

4.3.2 Data-Model Agreement

The dataset and background model is displayed in figure with a summary of the pre and post
analysis cuts expectations given in table As can be seen by the plot, the background estimates

are in good agreement with the dataset.
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Interaction

Pre-Cuts
Estimated Counts
[livetime 1]

Post-Cuts
Estimated Counts
[livetime 1]

Comment

8B-v Elastic
Scattering

475.6

53.7

Single-site 3
interaction.

208771 B-~ Decay

1150.5

468.9

Dominant Multisite
background

2I0T] B- Decay

2.7

0.9

Negligible multisite
background

214B;i -y Decay

12 946.0

38.5

Prompt multisite
background event in
out-of-window
coincidence. A small
fraction of in-window
Bi-Po events may
also contribute.

212Bj-?T2Po Pileup

3201.2

99.2

In-window multisite
background

(a, n) Coincidence

24.3

0.4

Negligible
out-of-window
coincidence

Table 4.9: Summary of event classes considered by Asimov model, contributing to 2.5 to 5.0 MeV
ROI, before and after analysis cuts were considered. A livetime of 145.7 days was used.
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Figure 4.4: Background model showing predicted background and signal event numbers compared
to the dataset.
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Figure 4.5: Asimov dataset energy distributions with total model dotted black.

4.3.3 Asimov Dataset

Given the background normalisations given in table each rate was scaled to represent 1 year
of livetime. Monte-Carlo simulations were used to produce PDFs in both energy and multisite
discriminant space, according to equation with the underlying time residual PDFs shown in
figure The energy and multisite PDFs for each event were scaled to the 1 year normalisations,
producing figures 4.5 and Figures [4.5] and [£.6] show the Asimov dataset in energy and multisite
space. Of note is the multisite distributions: there are clear differences between each event type,
clearly demonstrating the possibility of using multisite information for particle ID. 214Bi and 2'?Bi-
212pg show differences in multisite, owing to the prevalence of 212Bi-212Po pileup events. Since the

polonium decay often occurs within the same trigger window as the 2!2Bi, their resulting multisite
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Figure 4.6: Asimov dataset multisite discriminant distributions with total model dotted black.

discriminant is significantly different to 2'*Bi.

After creating the Asimov dataset, the same PDFs were used in the binned-extended likelihood
fit given in equation For simplicity, only the 2°®T1 and ®B-v PDFs were floated in the fit, with
the 2MBi, 2'2Bi-22Po pileup and 2'°T] normalisations fixed to their expected values.

Given only 2 normalisations to fit, a simple grid-search was implemented. The 2D log-likelihood
space, as a function of N Tl and N°B are given in figure Of more interest is the profile log-
likelihood curves given in figure[4.8] This figure directly compares the sensitivity of the fits using only
energy PDF information (orange), only multisite (green), and the combined energy and multisite fit
(black). It is clear that the multisite encodes approximately the same quantity of information as the

energy PDFs; and since the combined fit is ~20% more precise, the information is not degenerate.
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Figure 4.7: Alog(L) space obtained from Asimov fits. Top: energy; Middle: multisite; Bottom:
combined fits.
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Figure 4.8: Profile log-likelihood curves for 8B normalisations, obtained from Asimov dataset shown
in figures and Fit results from energy (dashed orange), multisite (dashed green) and a
combination (solid black) show greater precision when multisite and energy information is combined.
Frequentist 1 o confidence intervals shown as horizontal dotted line (black).

This result is encouraging, and demonstrated a clear improvement over the traditional energy-

only flux extraction codes.

4.3.4 Fluctuated Datasets

A second use of simulated data was to create many fluctuated datasets. These were produced by
using the expected number of events for each isotope as the mean of a Poisson distribution, and
returning a set of Poisson-fluctuated normalisations. These normalisations were then used to scale

the energy and multisite PDFs, creating a more realistic fluctuated dataset.
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Figure 4.9: Example fluctuated dataset using 1 year Asimov counts as mean of poisson distribution
for each isotope. Right: dataset in energy space; left: dataset in multisite space.

These simulated spectrums were then used to analyse the bias and pull of the maximum likelihood
signal extraction fits. A total of 10 000 fluctuated datasets were produced, and the signal extraction
framework was applied to each. Given the true normalisation of the ®B-v, interactions in each, the

bias and pull of the fits were evaluated according to equations [£.17] and [£.18]

_ Npit — Nprye

B= 4.17
NTrue ( )

i % ; if Npvwe > Npi (4.18)

Npizfirewe - if Npg > Nrpue
Where B is bias, P is pull and o ,_ is the profile log-likelihood 1-sigma uncertainties.
These two quantities allow us to quantify the quality of fits we expect on real data. The bias yields
a Gaussian distribution, with the offset of the mean from zero giving an estimate of the accuracy
and its width giving a measure of the resolution. The pull distribution should be compared to a
standard Gaussian, with mean zero and unit standard deviation. This allows us to check that the
uncertainties given by the frequentist intervals are correct: an underestimate would yield a broader

pull distribution than the standard Gaussian, and vice versa.
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Figure [£.9) shows an example fluctuated dataset, and figures [£.10] show the results of passing all
10 000 datasets through equations and These plots show that, for our signal to noise ratio,
we can expect large biases. This is unsurprising, as the expected 2°8TI normalisation is an order of
magnitude higher than the signal. In this high background region, the multisite fit has particularly
poor sensitivity.

In this case, the pull distributions suggest that the frequentist confidence intervals are providing
a good uncertainty estimation in each case, however the combined fit may suffer from additional

correlations not fully accounted for.

4.4 Verification of the Multisite Classifier on Data

Prior to running a full likelihood analysis on the data, it was necessary to verify the multisite classifier

results obtained from MC studies matched those from data. To do this, a clean sample of multisite
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Figure 4.10: Bias (left) and pull (right) for 10 000 fake datasets. In each case the fit is performed
with each of the three methods: energy only (orange), multisite only (green) and combined (black).
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and single site events in data needed to be selected and their classifier results compared to those
obtained from equivalent simulated events.

A natural choice of easily isolated multisite event in data was 2'“Bi, which decays via S8-7.
The emitted « has a broad range of energies, which Compton scatters through the scintillator and
deposits energy at each scatter vertex. 2!*Bi were tagged using the coincidence tagging algorithm
described in section 3.2.2]

For single-site, a high energy selection of ®B-v interactions was chosen. Beyond 6 MeV, there
are no backgrounds, and so the single site events were selected by applying a simple energy cut.

Table [4.10] shows the set of cuts used to extract each sample, with identical cuts applied to the
MC. During the data selection, anomalous events were identified according to their in-time-ratio
(ITR) classifier result. For a given event, the ITR classifier calculates the ratio of prompt (-2.5 to
5 ns) time residuals to the total PMT hits. This ratio is useful in identifying non-physics retrigger
events, such as the neck hotspot followers discussed in section [3.2.3] Upon inspection of the ITR
distributions for the 2'4Bi candidates, shown in figure a cut was imposed on both multisite and
single-site events. By way of comparison to the MC, the data ITR distribution included additional
events, distorting the otherwise Gaussian spectrum. These events may be attributed to neck hotspot
followers, which feature unusually flat time residual distributions. Thus, a relatively strong ITR cut

was imposed to ensure the purity of the selected events.
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Figure 4.11: Comparison of 2'4Bi data and MC ITR distributions.

The time residual PDFs used in the multisite classifier were the same as shown in figure [{:2a]
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Cut Pass Criteria
211Bi Energy | 1.25 < E < 3.00 MeV

8B-v Energy E > 6 MeV
FV Rrecon <4.5m
ITR 0.22<ITR <0.30

Table 4.10: Selection cuts for multisite 2'*Bi and single-site ®B-v events, applied to data and MC.
214Bj were tagged using the cuts given in
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Figure 4.12: Comparison between data and MC Alog(L£) multisite discriminant distributions for
multisite (2!4Bi) and single-site (*B-v, ES) events.

Despite differences in the PDF generated event types, FVs and energy, the main purpose of this
cross-check was to ensure the MC and data classifier results agree. Therefore, we are really checking
if the time residual distributions inputted to the classifier are equivalent. As only the inputs may
change, and the machinery of the classifier remains constant, this is still a fair test.

The results of this cross-check are given in figure m The multisite and single site Alog(L)
distributions show agreement for both samples, demonstrating the classifier results from MC are
reliable. This was an important check, as the ultimate likelihood fit to recover the ®B normalisation
is sensitive to the shape of the multisite classifier distributions for each event type. If the distributions
in this check did not conform between MC and data, the likelihood fit would lose sensitivity, as the

shape information encoded in the likelihood would not be present in the data.
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4.5 First Demonstration of Multisite Event Discrimination

for ®B-v Flux Measurement in 3.5 to 5.0 MeV ROI

This analysis proceeded by floating the dominant multisite background from internal 2°®T1 alongside
the single-site signal arising from ®8B-v elastic scattering, employing a focused energy range of 3.5
to 5.0 MeV. This energy range efficiently removes the residual Bi-Po backgrounds, leaving a clean
selection of 2°8T1, 8B and a negligible 2'°T1 contribution. This choice was made to simplify the fitting
code, reducing the problem to a 2D grid search over the single-site and multisite normalisations.
Table shows the updated 2°8T1 and ®B-v event normalisations for the restricted ROIL The

dataset was selected by applying the cuts summarised in table

Event Type | Updated ROI Efficiency | Predicted Normalisation
2081 0.273 297.4
8B-v, 0.06 21.5
8B-v, 0.06 7.0

Table 4.11: Updated normalisations for 2°8T1 multisite and 8B-v single-site events in the restricted
3.5 to 5.0 MeV ROI. Obtained by in the same manner as predictions given in tables [4.6] and but
using a restricted 3.5 to 5.0 MeV ROL.

Using equation the normalisations of the 2°8T1 and 8B were grid searched over, creating a
map of the —2log(L) space. The minimum value was returned to yield the best fit normalisations
for each interaction type, and used to scale the energy and multisite PDFs to create the data-
model comparison plots shown in figure Finally, the profile log-likelihood curves, shown in
figure were obtained from the 2D likelihood space by selecting the minimum value for each B

normalisation.
Fit Predicted 2°8T1 | Fitted 2°8T1 | Predicted ®B-v ES | Fitted ®B-v ES
Energy 297.44+29.7 17477 28.5 27.07 13
Multisite 297.4 +29.7 201772 28.5 0.0
Combined 297.4 +29.7 184715 28.5 17.073

Table 4.12: Fitted Normalisations compared to background model predictions in 3.5 to 5.0 MeV
ROI and 4.5 m FV. A 10% statistical uncertainty from the 212Bi-2!2Po tagging is propagated to the
2087 prediction. Fit uncertainties come from the 1o frequentist intervals on the respective profile-
likelihood curves. The predicted B flux is presented without error, as it is used only to cross-check
the scale of the fitted ®B normalisations.
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Figure 4.13: Fitted model and data using an unconstrained fit between 3.5 to 5.0 MeV. Upper row:
energy and multisite model and data using combined likelihood; Bottom row: model and data using
individual energy and multisite fits.

By comparing the widths and minima of the profile likelihood curves, the impact of including
multisite information was quantified. As shown in figure the multisite and energy fit are both
consistent with the combined fit result at the 1o level, and consistent with each other within 2c.

The energy fit prefers higher values for the B normalisation, and is consistent with the background
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Figure 4.14: Profile —2log(L) curve as a function of 8B-v, event normalisation, obtained from energy
(orange), multisite (green) and combined (black) fits on dataset.

model prediction of 28.5 ®B-v, counts within 1o (see table , and the combined is consistent with
the prediction well within 2o. The multisite fit minimises to 0 8B counts, which is a consequence
of the low signal statistics and modest separation power of the multisite discriminant. Monte-Carlo
studies, carried out on fluctuated datasets with the mean event rates fixed to the background model
normalisations, consistently showed multisite fits minimising to 0 counts, with the picture improving
with additional statistics (compare bias distributions of figure and . Thus, it is expected
that the multisite fits will gain sensitivity as more data is gathered.

Based on the results in figure including multisite information in the combined likelihood
significantly reduces the relative uncertainty of the predictions, with the width of the combined curve

~ 30 % smaller than the energy curve. However, the absolute error on the combined measurement is
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Figure 4.15: Bias and pull distributions for 5000 fake datasets, with mean rates fixed to the 145.7
day livetime. Large proportion of multisite fits minimise to zero, shown as a spike at bias = -1,
mimicking the data result.

slightly higher than on the energy fit (48 % vs 52 %). Thus, background suppression techniques in
addition to multisite discrimination will be necessary to perform this measurement. These additional

techniques are considered in the final section below.

4.6 Conclusions and Future Work

This chapter has shown, by virtue of having well calibrated models of the SNO+ liquid scintillator
emission timing, it is possible to exploit the differences in the time residual distributions between
single-site 8~ and multi-site 8~y interactions to perform multisite background discrimination. This
was shown for the first time in a liquid scintillator detector, improving the precision of the uncon-
strained 8B flux extraction by 30%, as compared to the uncertainty of an energy fit alone.

While a significant milestone in its own right, this successful demonstration is the first step in

a longer journey towards a precise measurement of the solar neutrino transition region. As shown
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by figure [4.14] multisite alone is insufficient to resolve the fine details necessary to determine the
v, survival probabilities with energy. This owes to its modest discrimination power and small S/B
ratio. Therefore, future analyses will need to incorporate additional, complimentary techniques.
One such method is 2?Bi-298T1 coincidence tagging, which is currently under active development
by the collaboration [92]. By adding additional and distinct information from 2!2Bi-208TI tagging

to the likelihood in equation [4.9] the sensitivity of subsequent solar analyses will be much increased.

wn 1 v v v v 1 v v v v 1 v v v v v v v v v v v L
§ —— BisMSB Phase 24Po | p=382.5 1
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Figure 4.16: Comparison of tagged 2'4Po distributions in the full-fill (black) and bismsb phases
(red). The average of the distributions are given as p, showing an average increase in nhit of ~ 66%
following bisMSB addition. The bisMSB 2'4Po gratefully received from Po-Wei Huang.

It is worth considering the impacts of including data taken during the current bisMSB and
imminent tellurium phase. Addition of bisMSB, as described in section will improve the

performance of the energy and position reconstruction, and by extension the multisite classifier.

133



0.006_----.----.-............._
—— Full-Fill Phase

I —— bisMSB Phase
0.005 - ]

Probability Density

0.004 |

0.003 |

0.002

0.001 }

0000 —mb—mr—uro . ]
0 10 20 30 40 50

Emission Time [ns]

Figure 4.17: Comparison of the tuned scintillation emission models for the full-fill (red) and bisMSB
phase (blue). Since the bisMSB does not directly compete with PPO for LAB excitation energy, the
emission timing models are similar. Figure created using results from and [93].

Figure shows the increase in nhits obtained after loading 2.2 mg/L bisMSB. The additional
light yield obtained from the bisMSB provides a boost to the energy reconstruction. This increased
light yield is owed to a significant reduction in energy losses from PPO self-absorption [94], as well as
better matching between the bisMSB emission spectrum and the peak efficiencies of the PMTs. The
reduction in self-absorption is also the source of faster observed time residuals, as shown in figure
Since the energy transfer between PPO and bisMSB is radiative, the scintillation emission
time model in the bisMSB phase is largely similar to that tuned for the full-fill phase. Figure
compares the two emission time models.

However, by efficiently absorbing the PPO emission on the ~ cm scale and re-emitting it at
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Figure 4.18: Time residual PDFs used by the position reconstruction in the full fill (red) and bisMSB
phase (blue). The faster timing with bisMSB is a result of reduced PPO absorption-reemission. This
led to improvements in resolution from 11 cm to 6 cm. Taken from .

longer wavelengths away from the peak PPO absorption, bisMSB addition leads to more peaked
time residual distributions. This results in a significantly improved position resolution, going from
~ 11 c¢m in full fill to ~ 6 cm in the bisMSB phase .

The multisite discrimination power is better in bisMSB, due to faster observed time residual
distributions after its addition. With faster timing, the emission spectrum narrows, reducing the
dominant source of uncertainty in the position reconstruction algorithms. Therefore, single-site
events appear more point-like, and their time residuals are rendered more distinct from multisite
backgrounds.

A comparison of the light yield before and after bisMSB addition, along with a comparison of
the preliminary scintillation emission model, is given in figure and An Asimov dataset was

constructed using this preliminary bisMSB optics model, with normalisations scaled to the previous
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Figure 4.19: Asimov dataset constructed from 60 000 events per class, simulated with tuned bisMSB
optics model.

Simulated Phase | Energy | Multisite | Combined
Full-fll 230757 | 23073 230725
bisMSB 230137 230138 230133

Table 4.13: Comparison of the Asimov lo frequentist errors obtained from simulating the full-fill
and bisMSB phase.

1 year expected rates and shown in figure Running the binned-extended log-likelihood fits
exactly as before, but with updated bisMSB time residual and energy PDFs, yields the profile
likelihood curves in figure [4.20

Table T3] summarises the fit uncertainties for the Asimov results in the full-fill and bisMSB
phase. Figure suggests the multisite performance is improved in bisMSB by approximately
17.5%. Both the multisite and energy fits show improvement with bisMSB, due to the increased
light yield and improved timing, respectively. It can be seen that the multisite precision in the
bisMSB phase performs approximately as well as the energy fit in the full-fill result, constituting a
23% improvement in precision. The energy fit shows a slightly more modest 17% increase.

The inclusion of bisMSB data, alongside complimentary 2°®T1 tagging information, provides an
exciting prospect for a high precision measurement of the 8B flux in the transition region for the
first time. This will finally allow theoretical predictions of non-standard physics to be compared to
experiments and possibly open the door for unexpected new physics in the neutrino sector.

As a final note, it is worth mentioning multisite event discrimination in the context of SNO+’s
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Figure 4.20: Profile log-likelihood curves comparing fit precision on Asimov datasets constructed
from full-fill (solid lines) and bisMSB phase (dashed lines). bisMSB leads to significantly improved
precision for all fits performed.

flagship physics goal: the detection of neutrinoless double-beta decay. As shown in [89] and [33],
multisite discrimination is crucial for the rejection of cosmogenic backgrounds within the Ov 53 ROL.
Following this successful first demonstration of multisite event discrimination in data, work has

begun on recoordinating the classifier for use in OvgS studies.
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Chapter 5

Conclusions

The solar neutrino spectrum between 2.0 to 6.0 MeV, known as the ‘transition region,” remains a
largely unexplored domain, offering a unique window into the intermediate oscillation behavior of
neutrinos—between vacuum oscillations and the MSW effect. This region holds profound signifi-
cance, as the v, survival probabilities are highly sensitive to physics beyond the Standard Model,
including non-standard neutrino interactions and additional neutrino flavors. A precise measure-
ment of the solar neutrino flux within this energy range could yield groundbreaking insights into
these phenomena.

Recognizing this immense potential, this thesis has demonstrated that large liquid scintillator
detectors are exceptionally well-suited for achieving high-precision measurements in this region.
Their superior light yields, combined with strong position and energy resolution capabilities, position
8B solar neutrinos well above detection thresholds. However, the primary challenge arises from the
high rate of internal 2°8TI 8-+ decays, which compromises sensitivity in this energy domain.

To address this, this work has pioneered the application of multisite event discrimination in 8B
solar neutrino flux measurements within the transition region. By exploiting subtle differences in
the topologies between single-site v elastic scattering events and multisite 2°®T1 decays, it was shown
that time residual distributions can reveal critical distinctions. The construction of a multisite log-
likelihood ratio discriminant, grounded in well-calibrated scintillator emission time PDF's, encodes

information on par with that of energy PDF's, significantly enhancing the analysis.
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Central to this achievement was the development of a novel scintillation model calibration
method, leveraging naturally occurring 2'*Bi-2'*Po coincidences. This allowed for the extraction
of clean 8 and « interaction samples, tuning of light yield, a-quenching factors, and scintillation
emission time constants for the full-fill phase. A major innovation of this thesis was the imple-
mentation of Bayesian optimization, which drastically reduced the computational effort required for
tuning, yielding results comparable to previous grid-search methods. This streamlined approach
represents a significant leap forward for future analyses, providing an efficient framework for prompt
tunings in the upcoming tellurium phase.

Furthermore, precise measurements of internal 238U and 232Th concentrations were conducted
using coincident Bi-Po tagging. These concentrations, both below the tellurium-phase targets, were
crucial in constructing the background model for the multisite analysis, allowing for accurate pre-
dictions of 298T1, 219T1, and Bi-Po rates within the analysis ROI. In addition, these measurements
provided important constraints for the background models of all full-fill SNO+ analyses.

For the first time, this multisite discriminant was successfully applied to liquid scintillator data
in the transition region, improving the combined fit precision by 30% relative to the energy-only fit.
This result underscores the power of multisite discrimination in significantly enhancing sensitivity
to 8B solar neutrinos.

Looking ahead, future SNO+ analyses will greatly benefit from the bisMSB phase, where position
and energy resolutions are set to improve dramatically. With the addition of 2.2 mg/L bisMSB, light
yield is expected to increase by around 40%, with position resolution improving from 11 cm to an
impressive 6 cm. These advancements are driven by bisMSB’s ability to reduce self-absorption of
scintillation light by the primary fluor, PPO, significantly reducing the spread of the observed time
residual distributions and improving position reconstruction. The projected enhancement in 8B solar
neutrino measurement precision in the bisMSB phase is estimated at 17.5%, based on an Asimov
dataset, further solidifying the potential for future breakthroughs.

In the near term, the integration of multisite event discrimination with 2'2Bi-2%8T1 coincidence
tagging promises to unlock even greater precision. By incorporating this additional discriminant
into the likelihood analysis, the sensitivity of 8B solar neutrino flux measurements will be further

refined. As we continue to leverage these advanced methodologies, future investigations into the
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solar neutrino flux in the transition region will draw on a comprehensive combination of energy,
multisite discrimination, and 2°%T1 tagging. These innovations will bring us closer than ever to a
precise measurement of ®B neutrinos, offering critical insights into both neutrino oscillations and

potential BSM physics.
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