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ABSTRACT

REACTOR ANTINEUTRINOS IN THE SNO+ WATER PHASE AND DETECTOR
R&D FOR LARGE-SCALE NEUTRINO DETECTORS

Tanner Kaptanoglu

Joshua R. Klein

This dissertation presents two topics, both inspired by my work on the SNO+ experi-
ment. First, I describe a search for reactor antineutrino interactions in the SNO+ water-
filled detector using a 190.3 day dataset. Reactor neutrinos have never before been detected
in a water Cherenkov detector, primarily due to the difficulty in detecting the low energy
signal from neutron captures on free protons. However, enormous effort towards driving
the trigger threshold to an unprecedentedly low level and reducing radioactive background
levels have made this search possible in SNO+. The analysis described in this thesis uses
a likelihood-ratio based approach to identify potential inverse beta decay interactions by
selecting event pairs that are temporally and spatially coincident. This thesis presents the
signal and background expectation and studies the background rates in carefully chosen
sidebands. The signal window has has been partially unblinded, and a total of one event is
observed, consistent with the expectation. Future efforts that build on the work presented
in this thesis and include more SNO+ water-phase data are expected to result in the first
ever significant detection of reactor antineutrinos in a water Cherenkov detector.

The second topic in this thesis focuses on R&D effort relevant for current and future
large-scale neutrino detectors, such as SNO+, KamLAND-Zen, JUNO, and THEIA. Detec-
tors hoping to observe low-energy solar neutrinos and/or neutrinoless double beta decay
will need high efficiency PMTs, state-of-the-art liquid scintillator, and new and emerging
technology. My work in bench-top characterization of several modern PMTs and liquid

scintillator mixtures has been critical for understanding the expected detector response and
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sensitivty of SNO+, future upgrades to SNO+, and other liquid scintillator detectors. Ad-
ditionally, a new instrument called the dichroicon was developed to provide spectral photon
sorting for large-scale Cherenkov and liquid scintillator detectors. The dichroicon is char-
acterized on the bench-top and in simulation and shows excellent promise for use in future

detectors.
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nodes are used to test the trigger efficiency for different parts of the detector.

The different rates are used to test whether the rate impacts the determi-

nation of the trigger efficiency. The most recent nhit monitor, before these

runs, is shown in blue. It is clear the nhit monitor over predicts the total

trigger efficiency relative to the TELLIE results. H
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5.1

5.2

5.3

5.4

6.1

6.2

6.3

6.4

The predicted energy spectra for the antineutrinos emitted from the sum
of all B-branches of the fission products 23°U, 2¥U, 239Pu, and ?*'Pu. The
spectra are shown above the IBD threshold (1.8 MeV) shown in Figure [2.5]
and are used in the RAT antineutrino generator.

The PMT hit time residuals for central 1N calibration source data, calculated
using the known calibration source position.

The PDF used in RAT when evaluating the likelihood of a hypothesized
direction. The peak at 41° corresponds to the Cherenkov angle in water.
The total number of produced Cherenkov photons for electrons with energies
from 0.7 to 9 MeV.

Map showing the SNO+ detector location and the location of six nearby
reactor complexes in Canada and the US. The sizes of the nuclear stations
are roughly scaled to the power of the complex.

The survival probability, P..(FE) given by Equation3.8| for 7.s with a distance
of L =240 km.

The energy spectrum of emitted antineutrinos, from Equation b1 is shown
in black. The cross-section, given in Equation 251 and shown in Figure
2.5 is shown in red. The convolution of those curves produces the energy
spectrum of detected antineutrinos shown in blue. The distributions are
shown with arbitrary units and prior to oscillations being applied. This
figure is reproduced from (3).

The total number of interactions per year in the AV as a function of neutrino
energy. The black distributions are prior to (solid) and after (dashed) ap-
plying oscillations. The red curves show the same, but only for the CANDU

reactor complexes.
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6.5

6.6

6.7

6.8

6.9

6.10

6.11
6.12

6.13

6.14

Schematic representation of the IBD interaction in the SNO+ detector. The
outgoing positron creates Cherenkov light before annihilating into two 511
keV «s. The neutron thermalizes and captures on hydrogen with a time-
constant of about 200 pus. The neutron capture results in the emission of a
2.2 MeV de-excitation .

The prompt event (left) and delayed event (right) energy spectrum for data
(black) and MC (red).

The prompt event (left) and delayed event (right) (14 spectrum for data
(black) and MC (red).

The data (left) and MC (right) (R/Ray)? vs u - r for the prompt event.
The data (left) and MC (right) (R/Ray)? vs u - r for the delayed event.
The data (left) and MC (right) At vs Ar.

The AL distribution for the simulated reactor IBD signal.

At distribution between the prompt and delayed AmBe events. The data is
fit, excluding the first bin because of the retrigger data-cleaning cut, out to
1000 us using Equation

The left panels show the data (black) and MC (red) comparison for the
prompt event in an AmBe central run. The right panels show the data
(black) and MC (red) comparison for the delayed event in an AmBe central
run. There are notable differences between the data and MC in the Ar and
ITR distributions.

The left panels show the data (black) and MC (red) comparison for the
prompt event in an AmBe central run. The right panels show the data
(black) and MC (red) comparison for the delayed event in an AmBe central
run. There are notable differences between the data and MC in the x, y, and
z position distributions, which lead to the difference in the Ar distribution

identified in Figure [6.13
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6.15

6.16

6.17

6.18

6.19

6.20

6.21
6.22

The AL distribution for the AmBe calibration data and simulation. The right
panel shows the distribution after arbitrarily broadening the reconstructed
position distributions for the prompt and delayed events by 220 mm and
310 mm respectively.

The neutron detection efficiency for data (left) and MC (right) as a function

of the prompt event position. The z-axis (color scale) shows the efficiency

[11d

and the MC is generally predicts a higher efficiency than identified in the data.@

The trigger efficiency comparison between the nhit monitor and the RAT
trigger model for run 109133 (left) and run 200005 (right). The in-time hit
(n100) distribution is shown in the dashed line. The error bars are stat only.
The relative efficiency (data/MC) for detecting the delayed neutron capture
event using a cut at AL < —12. The correction factors from Table are
applied. The lack of data at high z and large p is due to limited source
deployements in that area, as can be seen in Appendix [El

The detection efficiency predicted by the MC after the cuts described in
Table [6.1] including the AL cut < -12, which can be directly compared to
Table The runs are combined in three-day chunks to average over the
statistical variations in the number of events simulated. The variations in
the detection efficiency are well described by statistical fluctuations.

The At between all events that pass the cuts in The event count is
dominated by accidental backgrounds prior to the likelihood ratio cut, which
results in the identified flat At distribution.

The prompt event rate by run-number.

The delayed event rates by run-number.
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6.23

6.24

6.25

6.26

6.27

6.28

6.29
6.30

The observed number of counts in three-day chunks of livetime divided by
the expected counts, based on the average prompt and delayed event rates
in the three-day period. The fitted value of the flat constant is consistent
with 1.0, indicating that the calculation of the expectation is predictive of
the observation.

Likelihood ratio in the sideband region compared to the signal region after
shifting the sideband distribution by —.S.

The comparison between the signal MC and the data in the At sideband.
Excellent separation between the signal and background is apparent. Nei-
ther of these distributions are shifted by S. There are 1991 events in the
accidental (data) histogram, which is normalized to one to compare against
the simulated signal events.

The data in the sideband compared directly to the ‘mixed’ dataset, generated
by randomly choosing prompt and delayed candidates, pairing them, and
assigning a At between 500 and 1000 ps. The mixed dataset matches the
shape of the data nicely.

The reactor IBD signal MC compared directly to the mixed data. This plot
shows qualitatively where the AL cut will go in order to remove the accidental
backgrounds. The sideband shift is not applied to either distribution.

The AL distributions for reactor IBD events, 80(a, n)*!Ne interactions in
the internal water, and '3C(a,n)'0 interactions on the inner AV. AL is
calculated according to the procedure outlined in [6.5.1] using PDFs for the
signal MC and for accidental backgrounds.

AL 4y for the mixed dataset and for the (a, n)13C along the inner AV.
The AL,y for the data in the sideband (left) and signal (right) region

compared to the mixed dataset.
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6.31

6.32

6.33

6.34

6.35
6.36
6.37

6.38

6.39

6.40

The At distribution for the events that pass the (o, n) cuts. The fitted time
constant is consistent with the neutron capture time on hydrogen.

The 15 observed events in the (a,n) fiducial volume with At between 0 and
500 ps. The (a,n)'3C simulations along the inner and outer AV is shown
in red, scaled arbitrarily so that the shape can be compared to the data.
From top left to bottom right is the prompt energy, prompt w - r, Ar, and
the prompt (R/Ray)? position.

The Bartol-04 fluxes (21) averaged over zenith angle. This figure is repro-
duced from (22).

The AL distribution for reactor IBD and atmospheric neutrino events. The

atmospheric events are more ‘signal-like’ when using the accidental PDFs; so

e
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this parameter is not useful for rejecting the atmospheric neutrino background.m

The signal (black) and atmospheric (red) At and Ar distributions.

[ad

The signal (black) and atmospheric (red) prompt energy and (14 distributions.@

The atmospheric likelihood ratio, AL,im, calculated using the Ar, prompt
energy, and prompt 514 PDFs shown in Figures and

The neutron multiplicity for NC atmospheric interactions. The first bin cor-
responds to 0 generated neutrons. Note that this figure shows the final state
particles in the neutrino interaction, as simulated by GENIE. More neutrons
can be created if neutrons are knocked out of oxygen nuclei by the high
energy neutrons and protons.

The cosmic muon flux as a function of depth, in units of meters water equiv-
alent. SNOLAB is the second deepest underground laboratory; the Jinping
underground laboratory, not shown on this plot, is the deepest.

The likelihood ratio distribution for events in the signal window for the 25%

of the dataset that was unblinded, in linear (left) and log (right) scale. The

[1ad

three events with likelhood ratio values less than -10 are detailed in Table @
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6.41 The likelihood ratio vs. the atmospheric likelihood ratio for events in the

7.1

7.2
7.3

7.4

7.5

7.6

7.7

7.8

7.9

signal window for the 25% of the dataset that was unblinded.

Transit time spread of a SNO PMT (removed from the detector), measured
relative to a fast trigger PMT using a source of Cherenkov light. The o
of the prompt peak shows the expected TTS of approximately 1.5 ns. The
operating voltage of 2000V is typical for the R1408 PMTs and the dark rate
of about 1 kHz is typical at room temperature. The coincidence rate is kept
below 5% in these measurements to ensure the events are primarily SPE. The
late ratio is the fraction of PMT hits outside of the prompt peak.

The R5912-MOD specifications provided by Hamamatsu photonics (23).
The charge distribution of the R5912-MOD PMT. Shown in the statistics box
is some important characteristics of the SPE charge response. The Guassian
fit to the SPE peak is shown in red. The x?/NDF is 70.68/59.

The transit time profile of the R5912-MOD. Shown in the statistics box is
some important characteristic of the SPE time response. The Gaussian fit
to the prompt light peak is shown in red.

The transit timing profile of the R5912-MOD broken down into the various
components that make up the structure.

An example of an R5912-MOD PMT waveform with a triple lognormal fit
shown in red.

A 2D histogram showing the time between the prompt light and the afterpulse
plotted against the charge of the afterpulse.

The base used for the R5912-200 HQE PMTs (left). An R5912-200 HQE
after custom potting, before going into the SNO+ detector (right).

The R5912-200 HQE detection efficiency curve compared to two SNO PMTs.

Relative scaling between PMT efficiencies is from bench-top data at Penn.
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7.10

7.11
7.12

7.13

7.14

7.15

7.16

7.17

The R5912-200 HQE SPE charge distribution compared to two SNO R1408
PMTs.

The R5912-200 HQE SPE transit time distribution.

The scintillator emission timing setup, which includes an R7600-U200 PMT
optically coupled to the scintillation source, which is used as a fast trigger.
In this picture, a red 219Po disk source is deployed above a sample of liquid
scintillator, held inside a UVT acrylic block. A second R7600-U200 PMT
located about 30 cm away from the scintillation source.

The RAT model of the scintillation emission timing setup (left), corresponding
to Figure[7.12] and the light yield setup (right). The blue lines show the paths
of various optical photons. The 1-inch Hamamatsu trigger and measurement
PMTs are shown for the timing setup and the R1408 PMT is shown in the
light yield setup.

A R7600-U200 SPE waveform fit to a triple lognormal distribution (Equation
[[2). The corresponding best fit parameters are shown.

Simulated digitized waveforms for a R7600-U200 and R1408 PMTs. The
R7600-U200 waveform is compared agianst a trigger threshold. For triggered
events, the simulated waveforms for up to four channels are written to disk
in .hdf5 format.

The 8 and « timing profiles compared for LAB+PPO (left) and Te-loaded
LAB+PPO (right). For both scintillators the o particles causes a time profile
with a longer tail, which can be used to discriminate between g and « particle
excitation. The Te-loaded LAB+PPO has a quenched triplet state excitation
relative to LAB+PPO, which reduces the number of photons emitted at
larger times.

Example fits for LAB+PPO for g (left) and « (right) particles. The fit

equation used is shown in Equation [T.4l
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7.18

7.19

7.20

7.21

7.22

7.23

7.24

7.25

The fprompt distribution for LAB+PPO and Te-loaded LAB+PPO, which
show excellent discrimination between 8 and « particles.

A comparison between the data and RAT simulation for LAB+PPO with the
210Po « source.

The LAB4+PPO+bisMSB emission timing for data and simulation using a
1.4 ns re-emission constant in RAT. The fast-time component of the emission
time is slightly slowed down due to additional absortion and re-emission, and
this effect is well modeled in RAT.

The Cherenkov source data for the R1408 PMT used for calibration prior to
the light yield measurements. The overall efficiency of the PMT in RAT is
scaled by a factor called the collection efficiency. The parameters are tuned in
RAT until the Cherenkov source data and simulation agree, and is held fixed
in the light yield simulations. For this measurement, a collection efficiency
of 1.3 is selected based on the agreement with the data.

The R1408 PMT in data and simulation for the light yield setup. The scin-
tillation efficiency, S, is tuned to 11900 photons/MeV.

The 30 L liquid scintillator setup with four PMTs. This setup is used as a
large-scale test of the RAT scintillator model. In the RAT model the blue lines
show optical photons from a “°Sr 3 decay at the center of the 30 L volume.
The R1408 PMT data and MC for the 30L setup. The collection efficiency
is set to 1.3 and the scintillation efficiency is set to 11900.

The number of expected PMTs that detect light (primarily SPE) per MeV,
determined by simulating 1 MeV electrons at the center of the SNO+ detector
using the optical model for Te-loaded LAB+PPO, without DDA. Adding the
DDA improves the PE per MeV to about 450.
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8.1

8.2
8.3

8.4

8.5

8.6

A schematic of the energies of the A = 76 isobars. The single-beta decay
(shown in each case by the green arrow) is energetically forbidden between
6Ge and " As. However, the double beta transition between *Ge and "6Se
(shown by the purple arrow) is allowed and proceeds with a very long half-life
given in Table 8.1l This figure is from (7).

The Feynman diagrams for Ov3/.

The energy spectra for Ov35 and 2v33 decay. The signature of Ovj3s is a
peak at the end-point of the 2v53 decay spectrum, which is shown spread
by an arbitrary detector resolution.

The effective Majorana mass as a function of the lightest neutrino mass. The
KamLAND-Zen limit is shown in the blue band. The width of the band
correspond to different choices of nuclear matrix elements. The green and
pink regions show the allow parameter space, which is obtained from scanning
over the unknown Majorana phases for the inverted and normal hierarchies.
The best limits as of 2016 for each isotope are shown in the inset. This figure
is from (24).

The number of background counts per year expected for the SNO+ detector
in the energy ROI from 2.42 to 2.56 MeV and a FV of 3.3 m. The backgrounds
are dominated by ®B solar neutrino interactions. There are also significant
contributions from external y-rays, internal Thorium chain (dominated by
212BiPo decays), and 2v373 leakage into the ROI.

The expected reconstructed energy distribution for the backgrounds and a
hypothetical Ov3f signal where mgg = 100 meV. The FV used is 3.3 m. An
asymmetric ROI of —0.50 to 1.50 around the mean of the signal is chosen to

avoid the falling 253 background.
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8.7

8.8

8.9

The radial distribution of the external backgrounds (which includes the 2°8T1
from the AV, external water, ropes, and PMTs) compared to the Ov3/3 signal.
The fiducial volume of 3.3 m corresponds to a value of (R/Ray)? = 0.17.
The counts are normalized to 5-years of data-taking.

The time profile of the detected light for simulated 2.5 MeV electrons at
the center of a SNO+-like detector, consisting of about 9000 PMTs with
transit time spreads of 1.4 ns, a 6 meter radius acrylic vessel, and about 50%
coverage. The Cherenkov light arrives promptly, but is difficult to identify
due to the intrinsic resolution of the photodetectors and high light yield of
the scintillator.

The quantum efficiency of the PMTs used in the various measurements com-
pared to the Cherenkov emission spectrum and the emission spectra of the
fluors PPO and PTP. The three emission spectra are arbitrarily scaled and
show shape only. The quantum efficiency curves for the R7600-U20, R2257,
and R1408 are taken from (25, 26, 27) respectively. The PPO and PTP

emission spectra were taken from the PhotochemCAD database (28).
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8.10

8.11

8.12

8.13

Simple schematics of two potential options for a system to detect light sorted

by the dichroicon. The schematic on the left shows an option where a

parabolic reflector is built around the dichroicon to detect the short-wavelength

light. The schematic on the right an option using acrylic light guides to
direct the short-wavelength light to one or more photodetectors. In this
case, a pixelated light detector such as a large area picosecond photodetec-
tor (LAPPD) might be an ideal sensor for the dichroicon. In both designs
the long-wavelength light is detected at the aperture of the dichroicon. Nei-
ther of these full designs are constructed, but are included to show potential
detection schemes for the short- and long- wavelength light. The blue and
red lines show possible photon tracks for short- and long-wavelength light
respectively.

A head-on view of the dichroicon. The filters are held in a custom 3D printed
plastic holder and can be easily swapped. The shortpass filters tile the barrel
of the Winston cone and a central longpass filter is placed at the aperture.
A small amount of black electrical tape is used to block a small gap between
the filters and the holder at the top of the dichroicon. The outer diameter
of the dichroicon is about 150 mm and the inner radius, where the long-pass
filter is located, is about 50 mm.

The dichroic filter characterization setup. The normalization, transmission,
and reflection PMTs are R7600-U200 PMTs. The dichroic filter is held on a
rotating stage.

The transmission data for the 500 nm shortpass filter for incidence angles

1d

21

between 0 to 60°. The percent transmission was calculated using Equation @
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8.14

8.15

8.16

8.17

8.18

8.19

The reflection data for the 500 nm shortpass filter for incidence angles be-
tween 15 to 60°. Note that the reflected data only extends to incident angles
of 15° due to shadowing effects in the setup. The percent reflection was
calculated using Equation R71

The transmission through the 480 nm longpass filter, used at the aperture of
the dichroicon, as a function of wavelength, for multiple incidence angles.
The transmission through the 480 nm longpass filter, used at the aperture of
the dichroicon, as a function of wavelength, for 0° and 45° incidence angles,
in air and in water.

A schematic of the experimental setup, showing the 8 source deployed above
the LAB4+PPO target and the locations of the mask, PMTs, and bandpass
filter. The colored lines indicate example optical photon paths before and
after the filter. The aperture is 1 cm in diameter.

The time emission profile, zoomed into the rise time of the LAB+PPO for
different wavelength regimes. The light is selected using the bandpass filters
listed in Table The central wavelength and width of the bandpass filters
are specified in the legends. The histograms are normalized to the peak of the
scintillation light and shown in arbitrary units (A.U.). The Cherenkov light
can be clearly identified at early times in the data for the filters longer than
450 nm. These histograms, as well as additional ones, are shown separately
in Figure

The time emission profile for each of the bandpass filters specified in Table
8.5l Each of the data sets are normalized to the peak of the scintillation

light. The Cherenkov light becomes clearly separated above 450 nm.
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8.20

8.21

8.22

8.23

8.24

8.25

The full fit for the 355 nm bandpass filter data (left) and 494 nm bandpass fil-
ter data (right) is shown in red. The Cherenkov and scintillation components
of the fit are shown explicitly. Note the arbitrary At offset from 0 ns, mostly
due to cable delays, was not removed for this plot, as it was for Figures B.I8§
and

The measured emission spectrum compared to the amount of scintillation
light detected for each bandpass filter. The amount of scintillation light
is scaled based on the total number of triggered events, the efficiency of the
PMT, and the transmission of the filter. The shape extracted from the band-
pass filter measurement agrees well with the emission spectrum. The noise
above 550 nm and below 340 nm is from the dark noise of the spectrometer.
A schematic of the experimental setup with the dichroic filter. The setup is
the similar to Figure RI7 with the replacement of the bandpass filter with
a dichroic filter and the addition of the reflection PMT.

The fit results for the longpass 506 nm dichroic filter using LAB+PPO. The
transmitted light (left) shows clear Cherenkov and scintillation separation,
while the reflected light (right) shows the LAB4+PPO emission time-profile.

The fit results for the shortpass 500 nm dichroic filter using LAB4+PPO. The
transmitted light (left) shows the LAB4+PPO emission time-profile, while the
reflected light (right) shows modest Cherenkov and scintillation separation.

The data using the R5912-MOD PMT to detect the transmitted light through
the longpass dichroic filter. The fit result shows a clear Cherenkov peak at

early times.
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8.26

8.27

8.28

8.29

A schematic showing the setup with the dichroicon and reflective cylinder.
The R7600-U200 PMT is optically coupled to the acrylic or scintillator source
and used as a fast trigger. The long-wavelength light is detected at the
aperture of the dichroicon. The short-wavelength light is transmitted through
the dichroicon, reflected off of the Mylar lining the cylinder, and detected by
an R1408 PMT. The setup with the R2257 aperture PMT is identical to
the one shown, except due to the length of the aperture PMT, the reflective
cylinder is extended 150 mm. The back of the aperture PMT is covered in
reflective foil. The area of the R1408 PMT outside of the reflective cylinder
is masked off using felt.

A side view of the dark-box setup with the Cherenkov source. The dichroicon
is shown with the R2257 PMT at the aperture. In front of the R2257 PMT
is a 480 nm longpass dichroic filter. The barrel of the dichroicon consists
of shortpass dichroic filters. The reflecting cylinder and R1408 PMT are
not shown in this setup. The distances and size of the various important
components is shown in Figure

The full setup with the short-wavelength light detection system, which con-
sists of a cylinder with a Mylar-lined reflecting interior that ends at an R1408
PMT. The part of the R1408 PMT outside the cylinder is masked off using
black felt.

A direct view of the Chroma dichroicon model with the R2257 PMT at the cen-
ter of the dichroicon. The outer diameter of the dichroicon is about 150 mm
and the inner radius, where the long-pass filter is located, is about 50 mm.
The two different colors in the barrel of the dichroicon indicate the two differ-
ent types of short-pass filters, as detailed in Table B3l This figure is created
by B. Land.
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8.30 The full Chroma simulation setup for reproducing the Cherenkov source re-
sults. Geometry components with the same optical properties are colored
similarly, however the colors are arbitrary. The sizes of the components and
distances between the objects are identical to those used for the data, shown
in Figure This figure is created by B. Land. @

8.31 The results for the R2257 central aperture PMT and the acrylic Cherenkov
source. In black is data for the configuration with no filters or dichroicon.

The blue shows the data with the longpass dichroic filter optically coupled
to the R2257. The data with the full dichroicon added is shown in red. The
corresponding Chroma results are shown in the dashed lines. These results
are summarized in Table B8 The value of At is determined by cable delays
and transit times through the PMTs and has no impact on the analysis. The
results for the R7600-U20 look similar, but with a narrower TTS. @

8.32 An example fit using Equation R.8 to LAB-PPO data. The Cherenkov and
scintillation components are shown separately, in addition to the total fit in
red. The data were taken with the shortpass barrel of the dichroicon and the
absorbing longpass filter behind the dichroic longpass filter at the aperture
of the dichroicon. The data is normalized to 1.0. The At offset from zero is
arbitrary and does not impact the fit. @

8.33 The R2257 and R1408 waveforms for a single triggered event. This event has
an early-time PMT pulse, corresponding to Cherenkov light, for the R2257
PMT and an approximately 5 PE pulse at the R1408 PMT. The waveforms
are specifically selected by looking at the At histogram and selecting an event
in the Cherenkov peak. The z-axis is labelled in 0.1 ns samples, and the offset
between the two waveforms is showing the additional photon travel time and
transit time through the R1408 PMT. @
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8.34

8.35

8.36

8.37

8.38

8.39

The dichroicon data for both the R7600-U20 PMT at the aperture and the
R1408 PMT behind the dichroicon. The light detected by the R1408 is pri-
marily scintillation light and the light detected by the R7600-U20 is primarily
Cherenkov light.

The R1408 data for a ?°Sr 8 source and a ?'°Po « source. The small bumps
in the timing spectrum are due to the complicated PMT transit time dis-
tribution, which includes two different late-pulsing peaks. The difference
between these distributions is used to discriminate between 5 and « particle
excitation in liquid scintillator detectors.

The R7600-U20 data for a ?°Sr 3 source and a 21Po « source. The lack of
Cherenkov light for the below-threshold « particles can be clearly identified.
The data for the R7600-U20 at the aperture of the dichroicon using LAB+PPO
and LAB4PTP targets, compared for the dichroicon and the dichroicon-2.
A visualization of a 1-kT right cylinder active volume of LAB+PPO instru-
mented with 13,350 dichroicons produced by Chroma. This figure was created
by B. Land.

A Chroma event display showing a single 100 MeV electron event in LAB+PPO.
Dichroicons are colored blue if a short-wavelength hit was detected, or red
if a long-wavelength hit was detected. Both a long- and short-wavelength
hit results in a magenta dichroicon. Despite all dichroicons detecting many
short-wavelength scintillation photons, a clear long-wavelength Cherenkov
ring can be seen in magenta. Every dichroicon detects at least one short-
wavelength photon so there are no dichroicons colored red in this image. No
selection criterion was used when choosing this event and most events appear
similar during hand-scanning of the simulated data. This figure was created
by B. Land.
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B.1

C.1

C.2

(Left) The integral of the ESUM waveform for 1N events as a function of
nhit. The red lines show the range used by the data-cleaning cut. (Right)
The integral of the ESUM waveform as a function of nhit for a physics run,
which includes flashers and shark-fins that are removed by this cut. This

figure is from Eric Marzec’s thesis (20).

A schematic demonstrating the time-walk effect for two potential PMT pulses.
Due to the constant discriminator threshold, the time measured depends on

the size of the pulse.

The time-difference between a high charge hit (above a QHS of 50 ADC
counts) and the hits in adjacent channels plotted against the QHS of the hit
in the adjacent channel. There is clearly a large contribution from cross-talk
at QHS around pedestal and At > 5 ns. The left plot shows hits after ECA
calibration but before PCA and the right plots shows after PCA calibration.
The cross-talk cut is applied after ECA but before PCA.

(Left) The deposited charge at the R1408 PMT for an LED pointed directly
at the PMT at various intensities. The LED intensity is adjusted in order to
understand the afterpulsing rate as a function of number of electrons. The
SPE peak for this PMT is around 1 pC, making it easy to roughly convert
to number of PE. (Right) The time between the initial pulse on the PMT
from the LED light and any afterpulses. There are clear afterpulsing peaks
at around one and five us. The number of afterpulses scales with number of

prompt PEs.
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C.3

C.4

C.5

D.1
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Chapter 1

Introduction

Over the past several decades, neutrino detectors, utilizing neutrinos created in the sun,
the atmosphere, nuclear reactors, and man-made beams, have discovered neutrino flavor os-
cillations, provided evidence of neutrino mass, and made precision measurements of many of
the parameters that govern neutrino oscillations. The SNO detector cemented the discovery
of neutrino flavor oscillation in 2001 (13), a measurement that implies that neutrinos have
a non-zero mass. Subsequently, the mixing parameters have been measured by dozens of
experiments, filling in a consistent picture of massive neutrino flavor oscillations. However,
several critical questions remain unanswered. Do neutrino oscillations obey charge-parity
symmetry? What is the ordering of the massive neutrino states? Is the neutrino a Majorana
particle? To answer these questions, future experiments such as JUNO, Hyper-Kamiokande,
and THEIA are planning to build enormous, monolothic Cherenkov- or scintillation-based
detectors. These detectors will succeed by building on the technology and experience devel-
oped from working on the current generation of large-scale scintillation and water detectors,
such as SNO+. SNO+ will not only demonstrate a promising technology, but will also itself
attempt to answer some of these important remaining questions.

This dissertation can largely be considered in three distinct parts. Chapters 2 and B



describe the phenomonology of massive neutrino flavor mixing and the experiments that
observe neutrino interactions. Chapters [ through [l detail the SNO+ detector, the associ-
ated simulation and event reconstruction software, and an analysis designed to search for
reactor antineutrinos. Chapters [[] and [8 discuss significant research and development for
SNO+ and future detectors, with a focus on improving technology for future large-scale
scintillation-based detectors.

Antineutrinos from nuclear power reactors have been a critical tool for studying neutrino
oscillations since KamLAND first measured 7, disappearance (31). Experiments have used
this prolific source of antineutrinos to measure mixing parameters (32), (33), (34), (35) and
to search for sterile neutrinos (36), (37), and future reactor-based neutrino experiments hope
to uncover the mass heirarchy (16). The primary analysis presented in this dissertation is
a search for antineutrinos from nuclear reactors using data taken with the SNO+ detector.

The SNO+ detector is impressively versatile and will run in three phases, with three dif-
ferent targets inside of the acrylic vessel: ultra-pure water, liquid scintillator, and tellurium-
loaded liquid scintillator. The SNO+ detector began taking data with a water target in May
of 2017. During two years of data-taking, finishing in July of 2019, the detector performed
measurements of the ®B solar neutrino flux (19), the neutron-proton capture cross-section
(38), and put competitive limits on nucleon decay through invisible modes (39). This dis-
sertation presents an analysis of the SNO+ water data developed to search for reactor
antineutrinos.

Because of the imporance of neutron detection for reactor antineutrino and diffuse super-
nova background searches, an experiment utilizing a pure water target, capable of observing
neutrons at a high efficiency, is of technological interest. Given the extremely low trigger
thresholds and radioactive backgrounds in the SNO+ detector, it is the first pure water
Cherenkov detector capable of detecting reactor antineutrinos. Notably, no special trigger
is implemented for the data-taking; the standard trigger runs at a low enough threshold

to maintain a high efficiency for detecting the 2.2 MeV ~-rays emitted when a neutron



captures on hydrogen. This exceptionally low trigger threshold is critical for the analysis
I present, and was made possible, in part, by my work on the trigger and front-end elec-
tronics. Chapter [0l will focus on the detection of reactor antineutrinos in the SNO+ water
phase, which serves as a demonstration to the community that this measurement is possible
without specialized technologies.

As of the writing of this thesis, the scintillator fill of the detector is onging. The physics
program during scintillator phase includes measurements of low energy solar neutrinos, re-
actor antineutrinos, and geoneutrinos (40). Critical to the success of SNO+, and future
experiments hoping to build on SNO+’s technology, is R&D effort on organic liquid scintil-
lator and photomultiplier tubes (PMTs). In regard to this, Chapter [7l presents bench-top
measurements of state-of-the art large-area PMTs and liquid scintillators. The bench-top
liquid scintillator measurements, performed for both pure liquid scintillator and tellurium-
loaded liquid scintillator, are compared to a detailed simulation to extract parameters for
a scintillator model that is used to extrapolate to large-scale detectors. The performance
and detailed understanding of the scintillator is even more important for SNO+’s final
tellurium-loaded scintillator phase.

The primary goal of the SNO+ experiment is to perform a competitive search for neu-
trinoless double beta decay in 39Te. The sensitivity is expected to be world-leading, but
SNO+ will not cover a significant fraction of the parameter space. To achieve better sen-
sitivity levels, the primary background from solar neutrino interactions must be reduced.
Chapter [§ presents the developement of an instrument — the dichroicon — which provides
this capability. Specifically, the dichroicon allows for the detection of Cherernkov light
against the scintillation light background in a high light yield liquid scintillator detector
by providing spectral sorting of photons. The dichroicon is an exciting and promising
technology, that will hopefully be deployed in large-scale detectors, such as ANNIE or
WATCHMAN;, in the coming years.



Chapter 2

Physics of Massive Neutrinos

The existence of a neutral, weakly interacting particle called the ‘neutron’ was first
proposed by W. Pauli in order to address the observed continuous energy spectrum in 3
decays. The particle was subsequently renamed the neutrino in 1932 by E. Fermi after the
discovery of the neutron by J. Chadwick. E. Fermi also pointed out the neutrino could be
massless in his formulation of a theory for 8 decays. The neutrino has since been the focus
of enormous theoretical and experimental effort. Its elusiveness due to its weakly interacting
nature makes its detection and complete understanding difficult. Indeed, when the particle
was first proposed, W. Pauli is famously quoted as saying ‘I have done something very bad
today by proposing a particle that cannot be detected; it is something no theorist should
ever do’.

Luckily, W. Pauli turned out to be incorrect — the neutrino was first detected in 1956
by F. Reines and C.L. Cowan using antineutrinos emitted from the Savannah River nuclear
reactor, presented first in their paper titled simply ‘The neutrino’ (41). In 1957, motivated
by discovery of oscillations in mesons (K° «+ K), B. Pontecorvo proposed the first theory
of neutrino oscillations in which oscillation occurred between the neutrino and antineutrino

(42). By 1969, Pontecorvo has developed a complete theory of two neutrino flavor mixing



2.1 Neutrino Oscillations in Vacuum

oscillations (43).

The first model independent observation of neutrino oscillation was performed by the
Super-Kamiokande experiment in a measurement of atmospheric v, interactions (44). Defini-
tive evidence of neutrino oscillations was provided by the SNO experiment in 2002 (13).
Since SNO, experiments measuring atmospheric, solar, and terrestrial neutrinos at a wide
range of neutrino energies and distances from the source have confirmed the three-neutrino
mixing model in which the three flavor neutrinos v,,v,, and v, are linear combinations of
the massive neutrino states vy, 9, and v3. Neutrino mixing opens new questions into the

nature of the neutrino, many that have yet to be addressed.

2.1 Neutrino Oscillations in Vacuum

Neutrinos (antineutrinos) in the standard model are included as massless, left-handed
(right-handed), neutral, fermions that participate in interactions through the weak force.
Neutrino oscillations, which directly imply that neutrinos have mass, are firmly beyond the
scope of the current standard model. In the canonical theory of neutrino oscillations, a
neutrino is created in a flavor state € and propagates in the mass state j. The flavor state

is described as a linear combination of mass states:
ve) =Y U lvs), (2.1)
J

where U is the 3 x 3 unitary matrix. Using the unitarity of U, we can write the massive

states in terms of the flavor states as:
i) = Uqjilve). (2.2)
€

The massive neutrino states are eigenstates of the free Hamiltonian, H and evolve according

to the Schrodinger equation:
.d
i () = 3w (2)) - (2.3)



2.1 Neutrino Oscillations in Vacuum

The solution to Equation 23] is plane waves, meaning the mass eigenstates evolve as:
() = e="Fit vy), (2.4)
with energy eigenvalues, E;. Converting to the flavor basis using Equation 2.1] gives:

e (t) Z et uy) (2.5)

where the neutrino is created with flavor €, i.e. |v(0)) = |v¢). The amplitude of a flavor

transition, e.g. ¢ — v can then be written as:
e (1) = (v ve(t) Z UzUnje Pt (2.6)

which gives the transition probability:

Py (t) = |{vy|ve(t) Z UL U jUepUlye Ei=Ewt, (2.7)

Given that neutrinos are ultra relativistic with very small masses, we can expand the energy
. .. 2 Am? "
relation E; = +/p;? +m?, giving E; ~ E + ;n—é, or B — Ej, = ;LE?’“ Additionally, the

neutrinos can be approximated as traveling at the speed of light, which allows a direct

conversion from the time to distance, ¢ = L. This approximation is referred to as the light-
ray approximation, and is actually unjustified in a plane-wave treatment of oscillations.
A full quantum treatment of oscillations using a wave packet desciption is given in (11).

Rewriting the transition probability gives:

Am k:L

Py (L E) = |{vy|ve(t) ZU*U U Ule 28 (2.8)

It is clear from this equation that the phase of the oscillation is determined by the distance

the neutrino has traveled, L, the mass-squared differences between the neutrino mass states,

Am?2,_, and the energy of the neutrino, E. The amplitude of the oscillations is specified

jk>



2.1 Neutrino Oscillations in Vacuum

entirely by the constant elements in the mixing matrix U. An important consequence
of Equation 2.8 is that oscillation experiments cannot probe the absolute masses of the
neutrinos, only the differences between the mass states.

Equation 2.8 can be rewritten using the unitary relation and separating the real and

imaginary parts of U:

Am2L
P, = 6t S e 030000 i 50

: AE
i>k
] Am? L
2 2 Im [U}U;Ua U, ] sin? (ﬁ) . (2.9)
J

The oscillation probabilities where ¢ — ~ are typically referred to as transition probabilities
and transitions within the same state, ¢ — ¢, are referred to as survival probabilities. For

the survival probability, the imaginary term disappears and is given by:

Am?, L
Plle—)I/e(L7E) =1- 42 |Uej|2|Uek|2Sin2 < 4ék ) : (210)
J

For the case of antineutrinos the same derivation of the oscillation probabilities follows,
with the exception that the mixing matrix is complex conjugated. In other words, the flavor

antineutrinos are related to the mass states by:
7) =Y Uej|75). (2.11)
J

The transition probability is then:

2
-AmjkL

Py (L, E) =Y U U U Uqpe ™ 28 (2.12)
i,k



2.1 Neutrino Oscillations in Vacuum

which can be rewritten as:

Am2 1,
Py (L) = b4 3 R [U575 U sin? ( : ) )

; 4E
i>k
Am?2 L
* * 2 k
2§'>k1m [U5U,UqU%,] sin ( 2& > (2.13)
J

Comparing to the transition probability for neutrinos in Equation 2.9} only the sign in front
of the imaginary term changes. Because the imaginary term disappears in the survival
probability, this implies that P, _,, = Py _5. . This is expected, as theories of neutrino os-
cillations are expected to obey CPT symmetry, which transforms the oscillation probability
Ve = Uy 1O Uy = V.

As a useful exercise, I consider the case of two neutrino mixing, which simplifies the
formulas for the transition probabilities and is often a good approximation for many exper-
iments. In general, a 2 x 2 unitary matrix U is described by four parameters: three phases
and one mixing angle. However, the phases are unphysical because the neutrino states can

be redefined with a phase transformation that cancels out the phase in U. Thus, the mixing
[ cos(6) sin(8)
U= (— sin(f) cos(6)) " (2.14)
In this case, it is straightforward to calculate the transition probability:

Am2L
2F ’

matrix U can be written as:

P, (L, E) = sin?(20) sin® < (2.15)
The oscillation length, L,sc, is defined by the distance the neutrino travels for the phase to

become 27. In the two neutrino mixing scenario we have L,s. = i’;fg. It is convenient for

oscillation experiments to write Equation with different units:

(2.16)

2 2
Pyv, (L E) = sin?(26) sin? (1,27%) :

2F[MeV]
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E[MeV]
Am?2[eV?]
to see that the amplitude of the oscillations is set by the value of the mixing angle 6, while

which gives an L,g. = 2.47 m. In this two neutrino framework it is straightforward
the frequency of the oscillations is proportional to the mass difference between the neutrino
states.

The 3 x 3 unitary mixing matrix U which connects the flavor to mass eigenstates is

known as the Pontecorvo-Maki-Nakagawa-Sakata (PMNS) matrix and is given by:

Ve U Ue Ues 41
vy = Uﬂl U,u2 ng V9 (2.17)
vr UTl U‘r2 U7'3 V3

The PMNS matrix is commonly parameterized in terms of three mixing angles 615, #13, and

23 and a single phase dcp related to charge-parity (CP) violation. It can be written as:

€12€13 512€13 s1ge”ocr
_ i
U = | —s12c23 — c12823513€"°¢F C12C23 — $12523 $23C13 - P, (2.18)
6 6
512823 — C12€23512€"°CP  —c12523 — S12€23513€"°CT  ca3cy3
which can be split into the 653, 613, and 615 components:

1 0 0 C13 0 Slge_iécp cli2 si2 0
U= 0 C23 5923 0 1 0 —S12 C12 0 'P, (2.19)

0 —8923 (€23 —813615013 0 C13 0 0 1

where s;; = sin(;;) and ¢;; = cos(6;;) and P = diag(1,e'®,e'”) is a matrix associated with
the Majorana nature of neutrinos and contains additional Majorana phases a and 3. If the
neutrino are Dirac fermions then these phases are zero and P = I. The Majorana phases
play no role in oscillations and cannot be measured in an oscillation experiment.

Dozens of oscillation experiments have contributed measurements of the various oscil-
lation parameters. Global analyses of neutrino oscillation data (45), (46), such as that
performed by the NuFIT framework (1), provides a method for combining the various ex-
periments to determine the values of the six parameters in U. As of 2019, Table 2.1l shows

the 30 ranges for the best fit mixing parameters and Equation [2.20] shows the values in the



2.2 Neutrino Oscillations in Matter

Parameter Best fit (NH) 30 range (NH) Best fit (IH) 3o range (IH)

012 [°] 33.82 31.61 - 36.27 33.82 31.61 - 36.27
013 [°] 8.61 8.22 - 8.99 8.65 8.27 - 9.03
O3 [° 49.6 40.3 - 52.4 49.8 40.6 — 52.5
scp [°] 215 125 — 392 284 196 — 360
Am3, [1075 eV?] 7.39 6.79 — 8.01 7.39 6.79 — 8.01
Am3, 1073 eV?] 2.53 2.43 - 2.63 -2.51 -2.61 —-2.41

Table 2.1: The best fit mixing parameters from the NuFIT global fit (1) for the normal
hierarchy (NH) and inverted hierarchy (IH), discussed in Section24l Note that Am2,=Am3, >
0 for the NH and Am2, = Am3, < 0 for the IH.

PMNS matrix. The values reported are generated by global fits to oscillation data using
NuFIT-4.0 and are presented in (1).

0.797 — 0.842 0.518 — 0.585 0.143 — 0.156
|U| = 10.233 —0.495 0.448 — 0.679 0.639 — 0.783 (2.20)
0.287 — 0.532 0.486 — 0.706 0.604 — 0.754

2.2 Neutrino Oscillations in Matter

When propagating through matter, neutrinos undergo interactions with the constituent
matter particles (p, n, and e). All three neutrino flavors participate in neutral current
interactions, while only v, undergoes charged current interactions with electrons. Because
the neutral current interactions affect all flavors equally, they contribute only a term that
is proportional to the identity matrix to U, and are thus physically-irrelevant. However, as
first pointed out by L. Wolfenstein (47) and later developed by Mikheyev and Smirnov (48),
the asymmetry amongst the neutrino flavors in the charged current interactions causes a

distortion to vacuum oscillations. Specifically, the effective potential from charged current

10



2.2 Neutrino Oscillations in Matter

scattering of v, is given by:
Voo = V2Grne, (2.21)

where G is the Fermi constant and n. is the number density of electrons in the medium.
The evolution equation of the flavor transition amplitudes (defined in Equation [Z8]) can be

written in matrix form as:
d

z%\IJE = HU,, (2.22)
where
Yee
v = wsu (223)
Yer

and H is the effective Hamiltonian matrix and z is the distance from the source. H is given

by summing the vacuum Hamiltonian with an interaction term:

1
H=_—(UMU + A 2.24
(UM 4 4), (2:24)
where
0 0 0
M=[0 Am% 0 (2.25)
0 0 Amg,
and
Ace 0 0
A= 0 0 0 (2.26)
0 0 0

where Acc = 2EVee. It is particularly interesting to consider the scenario where the initial
state is an electron neutrino, in the framework of two neutrino mixing. Then, Equation

can be rewritten as:
d <1/)ee> 1 <—Am2 cos(20) + Acc Am? sin(26) > <1/)ee> (2.27)

i VYeu) AE Am?sin(20) Am?cos(20) — Acc ) \Wep
The Hamiltonian matrix can be diagonalized such that it takes the form:
1 —Amgﬂ 0
H=1% ( 0 Amgﬁ> : (2.28)

11



2.2 Neutrino Oscillations in Matter

where Amg is the effective mass difference due to matter effects. With this transformation

the unitary mixing matrix is:

= (ol ) 029

—sin(fer) cos(Oegr)

with
Am?Z; = /(Am?2 cos(20) — Acc)? + (Am2sin(26))2 (2.30)

and
tan(20eg) = tan(jfz (2.31)

" AmZ2cos(20)

Of particular interest is the value of Agc that leads to maximal mixing:
Acc = Am? cos(26), (2.32)

which corresponds to an electron number density of:

Am? cos(26)
= 2 cos\eb) 2.33
" 2V2EGE ( )

This resonance would lead to large flavor transition amplitudes, and, because Acc is pos-
itive, can only occur if § > 7/4 and Am? is positive. Additionally, the effective mixing
parameters now depend on energy in the Acc term. Because the potential flips signs for
antineutrinos, the mixing in matter is different for neutrinos and antineutrinos. If the mat-
ter density is constant, the transition probability can be rewritten using the effective mixing

parameters as:

A 2
Py () = sin®(20g) sin? <%> : (2.34)

identical to the vacuum mixing in Equation 2.I5] with the mixing angle and mass-squared

difference replaced with the effective values in matter.

12



2.3 Neutrino Mass

2.3 Neutrino Mass

With the discovery of neutrino oscillations and the revelation that neutrinos have mass,
the origin of the neutrino mass has become a fundamental question to answer. Like the
other fermions, the neutrinos could be Dirac particles. This would imply the neutrino mass
is generated through the Higg’s mechanism that gives masses to the quarks and leptons.
The only extension necessary to the standard model is to add right-handed components vr
of the neutrino fields. These right handed neutrinos would be sterile in that they would not
interact through the weak force. The mass of Dirac neutrinos can be obtained by including
vg in the standard model Higgs-lepton Yukawa Lagrangian and is found to be:

m; = vV
V2

where V' is the Higgs vacuum expectation value (246 GeV) and y! are the Higgs to neutrino

(2.35)

Yukawa couplings with values necessary to generate the neutrino masses. This procedure is
unsatisfying in that it does not address the smallness of the neutrino masses, relative to the
mass of the other fermions. In particular, to account for the tiny neutrino masses 0(0.1)
eV, the Yukawa couplings need to be O(107'2).

Because neutrinos are neutral, they do not have to be Dirac particles. To see this first

consider the Dirac equation for chiral states 1, and g:

Y=L+ YR (2.36)
iV O = myr, (2.37)
i’y“a/ﬂbR = msz. (238)

Setting m = 0 yields the Weyl equations:
iy 0L, = 0, (2.39)

i 0, R = 0. (2.40)

13



2.3 Neutrino Mass

The Weyl equations are special in that the solutions are two-component spinors, rather than
four-components spinors (the more general solution to the Dirac equation). In the SM the
neutrino, as a massless particle, is included as a left-handed Weyl spinor. It is reasonable to
ask whether there are other conditions (besides m = 0) in which the solution to the Dirac
equation is a two-component spinor. As discovered by Majorana, the answer is yes, under

the condition that:
—T
Yr=Cir (2.41)

where C' is the charge-conjugation operator, which converts particles to antiparticles, and
1 = 1140, Additionally, the charge-conjugate field is defined such that ¢ = CET. Substi-
tuting for ¥ in Equation 2.30] give:

=1 +CUL = + ¢ (2.42)

Taking the charge conjugate of this field gives:
¢ = (WL +97)° =9f + oL = (2.43)

If the Majorana condition in Equation 2.43] in which the charge conjugation of the field
is equal to itself, is satified, then a massive fermion can be described by a two-component
spinor, analogous to the Weyl spinors. Of course, this condition can only hold for neutral
particles, meaning that neutrinos are the only fermions that could be Majorana particles.
Due to the Majorana relation, a Majorana particle and antiparticle must obey the same
equations of state and must then be the same particle. In other words, a Majorana particle
is its own antiparticle. Because a lepton number of 41 is assigned to neutrinos and a lepton
number of -1 is assigned to antineutrinos, it is clear that a Majorana neutrino would not
obey lepton number conservation.

It is interesting to consider the possible allowed states for Dirac and Majorana neutrinos
with a given momentum p and helicity h. Dirac neutrinos have four possible states: v(p, h),

v(p,h), v(p,—h), and v(p, —h). Note that the direction of the momentum can be flipped

14



2.4 Neutrino Mass Hierarchy

with a 180° rotation, which leaves h unchanged, so the states with —p do not represent
unique states. In contrast, for the Majorana case, there are two possible states: v(p,h)
and v(p, —h), as charge conjugation does not change the state. This means that Majorana
neutrinos have half of the possible number of degrees of freedom as Dirac particles. Most
extended standard model theories include neutrinos as Majorana particles, in part because
there are only two independent components. Theories such as the type I see-saw mechanism
more naturally explain the smallness of the neutrino mass, for example by including a heavy
sterile right-handed neutrino partner, as described in (49).

In the case the neutrino is Majorana, the discussed differences in the oscillation patterns
for neutrinos and antineutrinos is actually differences due to the chirality of the states.
Because of the unknown nature of the neutrino, throughout this dissertation the term
antineutrino is used to refer to either Dirac antineutrinos or Majorana neutrinos with left-
handed chirality. The most promising method for discovering Majorana neutrinos is through

neutrinoless double beta decay, which is discussed in Section 8] and reviewed in (50).

2.4 Neutrino Mass Hierarchy

As discussed in Section [2.1] oscillation experiments are sensitive only to the differences
in mass squared, Am?j = mf — mj2 From Table 2.1] the best fit to the 2018 oscillation
data gives Am3;, = 7.39 x 107 eV? and Am%; ~ Am3, = 2.53 x 1073 eV2. Due to matter
effects from within the sun, the sign of Am3; > 0 is known from solar neutrino experiments.
However, the sign of Amg; is still unknown. The resulting picture of possible neutrino mass
hierarchies (or orderings) is shown schematically in Figure 2.1l The normal ordering (NO)
or normal hierarchy (NH) is defined by ms3 > mg > m; whereas the inverted ordering (I10)
or inverted hierarchy (IH) is defined by mg > m; > msg.

Despite not knowing the ordering, there is additional information that can be extracted

from the current picture. At least two of the neutrino masses are larger than /Am2, ~

15
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Figure 2.1: The normal and inverted neutrino mass hierarchies. The different colors indicated
the probabilities of finding the a neutrino flavor in the ¢th neutrino mass eigenstate. This
procedure is outlined in (H) The vertical scale in each band varies the value of dcp between 0

and 27. This figure is from (H)

8.6 meV, and at least one mass is larger than \/W?ﬂ ~ 50 meV. Additionally, constraints
on the sum of the three neutrino mass can be set at > m, > 60 meV (NO) and > m, >
100 meV (IO). This is important as cosmological measurements provide strong limits on
> - m, (51) and could eventually indicate the neutrino mass ordering.

The most promising method for determining the mass ordering is through long-baseline
oscillation experiments, using either accelerator or atmospheric neutrinos. In these experi-
ments, as the neutrinos travel through matter, the transition probabilities are enhanced in
the case of normal ordering and suppressed in the case of inverted ordering. This effect is

opposite for antineutrinos. In a simple two-flavor mixing framework (e.g., ve <> vy, v7), the
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2.5 Neutrino Interactions

effective 613 angle is given by:
sin2(2913)

sin2(29‘fg) = 55
sin?(2613) + (cos(2913) + %)
31

(2.44)

where Vo is given in Equation 2211 The plus sign corresponds to antineutrinos and minus
sign corresponds to neutrinos and the sign of Ag; is fixed by the ordering (positive for
normal and negative for inverted). The matter effects will be particularly important when
the resonance condition:

Am3, cos(2013) = 2v2Gpn.E (2.45)

is satisfied. For Am3; ~ 2.5 x 1073 eV? and distances of several hundreds of kilometers
through the Earth, the resonance occurs for neutrino energies on the order of 1 GeV. This
effect can be measured in the T2K and NOvA experiments, which generate high energy
neutrino beams pointed at a detector, placed several hundred kilometers away. Recent
global fits using new T2K and NOvA data tend to prefer the normal ordering (1), (45),
(52).

2.5 Neutrino Interactions

Neutrino interactions are described impressively well by the standard model, and thus
far no deviations have been observed. The simplest way in which neutrinos interact with
matter is through scattering off of electrons. Low energy neutrinos of all three flavors can

interact through elastic scattering (ES) on an electron. For example, for a v,:
Vet+e —ve+e, (2.46)

which has no energy threshold because the initial and final state are identical. This process
occurs similarly for a 7,:

Uet+e —b.+e . (2.47)

17



2.5 Neutrino Interactions

The charged current (CC) and neutral current (NC) tree-level Feynman diagrams are shown
in Figures and[2.3l Note that for low energy v, and v, interactions, only the NC diagram

contributes as there is not enough energy to create a u~ or 7.

Ve e Ve Ve
w A
e Ve e~ e~
(a) The v, - e CC ES interaction. (b) The v, - e~ NC ES interaction.

Figure 2.2: The tree-level Feynman diagrams for elastic scattering of a v, on an e™.

Ve Ve
Ve e A
w
e Ve e e
(a) The 7, - e CC ES interaction. (b) The 7. - e~ NC ES interaction.

Figure 2.3: The tree-level Feynman diagrams for elastic scattering of a U, on an e™.

Neutrinos can also interact via quasi-elastic CC interactions with components of the
nucleus via:

v4+n—p+1, (2.48)

and

n+p—on+lt. (2.49)
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2.5 Neutrino Interactions

In particular, at low energies below around 100 MeV, Equation 2.49]is referred to as inverse
beta decay (IBD), and is shown in Figure 2.4l This is the process through which low energy
(several MeV) antineutrinos are most commonly detected, primarily because of it has a
more clear detection signature and a significantly larger cross-section than v, ES. Chapter
discusses a search for reactor antineutrinos using a water target in the SNO+ detector,

which utilizes this IBD interaction. At low energies these CC interactions only occur for .

56 €+

pT n

Figure 2.4: The tree-level Feynman diagram for inverse beta decay interactions.

The differential cross-section for IBD reactions is given at zeroth order in 1/M, the
nucleon mass, in (9) as:

(ge) = 2 36+ (2~ P eos)] B2 (2.50)

dcos(6) 2 ¢ erer '

where FE, is the positron energy, f is the vector coupling constant and ¢ is the axial-vector

coupling constant, set equal to 1 and 1.26 respectively at zeroth order, v, is the velocity

of the positron, 6 is the outgoing angle of the positron, and p. is the momentum of the

positron, all given in the lab frame. oy is an energy-independent normalizing constant.

Integrating over cos(f) gives the total cross-section:

EOpO
0o _ 2 2\ 20,0 _ —42 2
oot = 00(f* +39°)E;p, = 0.0952 <1Mee\jz> x 10™*cm (2.51)
This equation can be rewritten in terms of the neutron lifetime, 7, as:
272
0 _ 0,0
Utot - fp_sTnngep67 (252)
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2.5 Neutrino Interactions

where f;, s = 1.7152 is a phase space factor and m, is the positron mass. The proportionality
of the IBD cross-section to the neutron beta decay rate is interesting, but not unexpected,
as the IBD diagram in Figure 2.4 is related to neutron decay via crossing symmetry.

At zeroth order the energy of the positron is given by summing the energies of the

outgoing and incoming particles:
E? =E, +my —my. (2.53)

The first order correction to the positron energy is given by:

E}=E"|1- &(1 —v2cos(0))| — v (2.54)
¢ M ¢ M

2 —m?]/2. In addition to the energy of the positron, the outgoing

where y? = [(m,, — m,)
angle of the positron is an important observable for detectors. Again from (9) the angular

distribution is given by:

1
(cos(#)) = gvea(E,,). (2.55)
Expanding in zeroth order in 1/M gives:
1
(cos())? = gveao ~ —0.03402, (2.56)

where a® ~ —0.10, is given completely in terms of f and g. At first order it can be shown
this is extended to:

E,
(cos(0))! ~ —0.03400 + 2457 (2.57)

The angle is slightly backwards relative to the incoming neutrino direction, but is fairly
close to flat across the neutrino energies between 2 to 10 MeV that are of interest in the
reactor neutrino search. Figure shows the results for oy and (cos(6)) as a function of
neutrino energy from 0 to 10 MeV.

At higher energies, neutrinos and antineutrinos can interact with the entire nucleus

through three primary processes: quasi-elastic scattering (QE), resonant production (RES)
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2.5 Neutrino Interactions

Figure 2.5: The upper panel shows the IBD cross-section for O(1/M) in the solid line and
for the O(1) result in the short-dashed line. The long-dashed line shows results from (8). The

bottom panel shows outgoing angle of the positron, (cos(#)), for the same reaction. This Figure
is from (9).

and deep inelastic scattering (DIS). In resonant production, the neutrino interacts with the
proton or neutron and produces a A or 7 in the final state. In deep-inelastic scattering
the neutrino interaction can produce many final state hadrons. The cross-sections of each

of these processes as a function of neutrino energy is shown in Figure and a detailed

treatment of these complicated processes is given in (10).
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2.5 Neutrino Interactions

o/E, [1038 cm?/GeV]

100

E, [GeV]

Figure 2.6: The total cross-section for neutrino energies above 100 MeV for the QE, RES,
and DIS processes. This figure is from T. Leitner’s thesis (10).
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Chapter 3

Neutrino Sources and Experiments

Historically, neutrino experiments have detected neutrinos emitted from six different
sources: the sun, the atmosphere, man-made beams, terrestrial fission reactors, radioactiv-
ity in the Earth’s crust and mantle, and supernova. Several of these sources and associated
experiments are discussed in this section. Most relevant for the analysis presented in Chap-
ter [6is Section B.3] describing reactor antineutrinos. While important for many experiments,

beam neutrinos and supernova neutrinos are not discussed in this chapter.

3.1 Solar Neutrinos

Standard solar models (SSMs) are constructed to predict the Sun’s observed luminosity,
radius, and surface heavy-element-to-hydrogen ration (53). At current, the solar models are
crucial tools used for predictions of the pressure oscillations of the Sun (helioseismology) and
in the prediction of the solar neutrino fluxes. Precision comparisons between measurements
of solar neutrinos and the predictions from the solar models allows for the determination of
oscillation parameters and to test different models of neutrino propagation (54). Historically,
solar models were critical for comparing observations against expected fluxes, and it was

these comparisons that gave the first indications of neutrino oscillations.
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3.1 Solar Neutrinos

The sun produces enormous numbers of neutrinos in the thermonuclear fusion reactions

within the solar core. The nuclear reactions that occur in the sun are the pp chain and
CNO cycle, shown in Figures Bl and B2l The reactions in the pp and CNO chains produce

neutrinos with energies primarily below 10 MeV, as shown in Figure[3.3] Notably, the reac-

tion that produce neutrinos at the highest energies are the ®B and hep reactions; however,

the rate of hep neutrino emission is approximately 0.15% of the 8B flux and has never been

measured (22).

(pp)

p+p— H+et v,

85%

99.6%

3He +3He — “He +2p

ppl

("Be)

p+e +p—2H+v, | (pep)

H+p—3He+7y

15%

0.4%

2 x 107°%

SHe+p — ‘He + et + v,

3He + *He — "Be + v

(hep)

99.87%

"Be+e” — "Li+ v,

0.13%

Be+p— B+~

"Li+p — 24He

ppll

8B — 8Be* + et + v, | (B)

8Be* — 21He

ppllIl

Figure 3.1: The pp chain of stellar thermonuclear reactions, reproduced from (Iﬂ)
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3.1 Solar Neutrinos

120+p_> 13N+’Y > 13N—> 1BC+C++V6 (13N)
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(150) 150 N 15N + et + Ve
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A
Y
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Figure 3.2: The CNO cycle of stellar thermonuclear reactions, reproduced from (11).

Solar neutrinos were first detected in 1970 by the Homestake experiment (55), which
continued to take data for the next 25 years (56). The Homestake experiment measured a
deficit of about one-third of the SSM prediction in the number of detected solar neutrinos,
which was dubbed the ‘solar neutrino problem’. The solar neutrino problem was confirmed
by the SAGE (57), GALLEX (58), and GNO (59) experiments. The most definitive evidence
of neutrino flavor transformation as the solution to the solar neutrino problem was provided
by the SNO experiment, which utilized heavy water to measure all three neutrino flavors
(13).

The SNO experiment utilized a heavy water target, which provided a unique method

for detection of all three neutrino flavors through the following reactions:

CC:ve+d—e +p+p (3.1)
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3.1 Solar Neutrinos
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Figure 3.3: The neutrino energy spectra for the various components of the pp chain and CNO

cycle along with the SSM uncertainties. This figure is from (12).

NC:vy+d—ve+n+p

ES:vo+e —uvete,

(3.2)
(3.3)

for x € (e,pu, 7). Typically in a water detector only the elastic scattering channel is mea-

sured, as there are no deuterons for the neutrino to interact with. All of the neutrino

created in the sun are electron type, so the v, and v, are created through oscillations.

The SNO flux results were presented in (13) separately for the CC, NC, and ES channels.

The NC reaction on deuterium was particularly important, as it is equally sensitive to all

three neutrino flavors and thus provides the most robust check against the SSM. The elastic

scattering process is sensitive to the different flavors, but the total cross-section for v, is
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3.1 Solar Neutrinos

a factor of about six larger than for v, and v;. The CC reaction on deuterium is only
sensitive to v, but is important because it provides the most direct measure of the energy
of the electron neutrinos. The ratio (‘ﬁf}—g = 0.34 clearly shows the deficit in the CC channel.
Additionally, the NC current channel is consistent with the expected flux from the SSM.
The full results are shown in Figure B4, where the fluxes have been converted to electron ¢,
and non-electron ¢, » types with a change of variables. The results are compared directly

to the SSM and are shown to be consistent in the framework of neutrino oscillations.

(|)ILlT (106 cm? s

IIII|IIII|IIII|IIII|,(

o2
i
W
N
[9)]
(@)

0. (106 cm? s

Figure 3.4: The flux of 8B solar neutrinos detected as p or 7 flavor plotted the flux detected
as e type. The diagonal dashed lines show the ®B flux predicted by the SSM. The ES, CC and
NC results are shown in the green, red, and blue bands respectively. The combined flux results

are consistent with neutrino flavor transformation. This figure is reproduced from (IE)
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3.2 Atmospheric Neutrinos

In the context of this thesis, solar neutrinos are expected to be the dominant background
for SNO+’s Ov33 search. This realization led to significant R&D efforts to help reduce this

background in large-scale scintillation-based Ov /35 detectors, discussed in Chapter Bl

3.2 Atmospheric Neutrinos

Neutrinos are created when cosmic rays, primarily protons, interact with nuclei in the
atmosphere. In these interactions, mesons, such as pions and kaons, are produced, which
decay mainly into muons. Neutrinos are produced both in the pion and kaon decays and in

the subsequent muon decay:

= ut (3.4)
Kt = ut+uy, (3.5)
pt et + v+, (3.6)

which occurs similarly for 77, K~ and pu~. The neutrinos generated in these interactions
are primarily in the range of 100 MeV to 10 GeV.

The Kamiokande experiment, originally built to study proton decay, made some of the
first measurements of atmospheric neutrinos. The Kamiokande experiment measured the
CC v, and v, interactions in their water Cherenkov detector, and had good separation
between p~ and e~ events. Kamiokande found a deficit in the ratio of muon to electron

neutrino interactions (60):
Rﬂ/e = 0601—88(73 (3.7)

which is now explained by v, disappearance (v, — v;). The Super Kamiokande experiment

confirmed these results (44) and cast the results in the framework of neutrino oscillations.
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3.3 Reactor Neutrinos

3.3 Reactor Neutrinos

Electron-flavor antineutrinos (#,) are produced in nuclear reactors around the Earth at
energies up to about 10 MeV. These reactors provide the most intense source of man-made
antineutrinos, which are particular useful for studying oscillations. The first detection of
antineutrinos was performed in the Cowan-Reines neutrino experiment, which observed 7.s
from the Savannah River nuclear reactor (41). Since then, reactor antineutrino experiments
have been used to measure four of the neutrino mixing parameters given in Table 21l In
general, reactor antineutrino oscillation experiments look for the disappearance of I.s. That
is, the s oscillate to 7,s and v which do not undergo charged current interactions at these
low energies.

The ves primarily interact in the detectors via inverse beta decay (IBD) reactions, shown
in Figure[24l They also elastically scatter off of electrons, shown in Figure[2.3] but the cross-
section is about 150 times smaller than the IBD reaction and the process is more difficult to
detect. The reactor antineutrino detectors typically measure oscillation parameters using
both the flux and energy spectrum of the detected antineutrinos. The IBD cross-section and
energy threshold important for these searches is given in Section The interaction rate
and detection mechanism for these antineutrinos is discussed in Section This section
will focus on the history of experiments that use antineutrinos from nuclear reactors and
the model parameters that were measured.

In the three flavor neutrino model the survival probability of the 7, is given by expanding

the sum in Equation 2.12

Py, 5, =1 — cos4(913) sin2(2912) sin2(A21)—
sin®(2613) (cos®(012) sin®(Aszy) + sin®(612) sin®(Asy)) (3.8)
1.27L[m]Am;;[eV?]

EMeV]
eters that do not enter this transition probability. Thus, reactor oscillation experiments

where A;; = . Note that the angle 623 and dcp are the only mixing param-
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3.3 Reactor Neutrinos

are sensitive to the four other mixing parameters: 612, 613, Am%l and Amgl. Given the
unknown mass hierarchy, described in Section 2.4 reactor experiments typically report
Am?, =~ Am?2, £0.023 x 1073eV? where the plus sign corresponds to the normal hierarchy
and the minus sign corresponds to the inverted hierarchy. The oscillation are not sensitive
to matter effects because of the relatively small amount of matter the antineutrinos travel
through between the source and the detector.

Figure shows the survival probability as a function of distance from the reactor
to the detector, integrated over the energy spectrum of the 7, energy spectrum, weighted
by the IBD cross-section. This figure indicates that around 1.5 km a dip in the survival
probability occurs, which is driven by the 613 component. After tens of kilometers, a large
dip in the survival probability, driven by the 615 oscillation, dominates.

The Kamioka Liquid Scintillator Antineutrino Detector (KamLAND) experiment, de-
scribed in Section B3l is a large scintillator detector located an average flux-weighted
distance of 180 kilometers from the nuclear reactors, making it sensitive primarily to the
012 oscillations. The Daya Bay, RENO, and Double Chooz experiments, described in Sec-
tion B.3.2] are located around 1 km from nuclear reactor facilities and are sensitive to the

013 oscillations.

3.3.1 KamLAND

The KamLAND experiment measures the oscillation of 7, emitted from distant nuclear
reactors. In particular, the Kashiawazaki station was the highest power-station in the
world, at about 8 GW, while KamLAND was taking data. The flux-averaged distance of
the nuclear reactors is 180 km from the KamLAND detector. The first measurement of
reactor 7, disappearance was reported in 2004 (32).

The KamLAND detector, located in the Kamioka mine, consists of 1 kton of liquid
scintillator inside of an 18 m containment vessel. The vessel is surround by a buffer oil that

provides shielding from external backgrounds. A total of 1879 photomultiplier tubes view
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3.3 Reactor Neutrinos
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Figure 3.5: The survival probability for 7, as a function of distance from the reactor to the
detector. The probability is averaged over the energy spectrum of the 7, emitted from the
reactors, weighted by the cross-section of the IBD reaction. The values of 6,3 and 0,5 determine
the amplitudes of the oscillations and the corresponding peaks in the survival probability are
indicated. This figure is from (14).

the target with a coverage of approximately 34%. The excellent energy resolution provided
by the liquid scintillator provides an accurate determination of the positron energy, which
relates directly to the energy of the antineutrino (given in Equations 253 and 2.54]). Tt is
through a spectral analysis that KamL AND is able to perform the most precise measurement

of Am%l, which can be compared to solar neutrino experiments. The mixing parameters
measured by KamLAND are

Am?, = 7.58 £0:14 (stat)  0.15(syst) x 107%eV? (3.9)

31



3.3 Reactor Neutrinos

and
B12 = 0.56 =007 (stat) £5-02 (syst) (3.10)

from (15). The KamLAND survival probability as a function of Lo/FEp, with the corre-
sponding best fit is shown in Figure

T e« Data-BG-GeoV,
1-_ — Expectation based on osci. parameters
- determined by KamLAND
e £
= 0.8
§ : —e—
8 -
£ 06 : gue
s - [
2 L —A
% 0.4 +
0.2F
OI_IIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIII
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Ly/E, (km/MeV)

Figure 3.6: The reactor antineutrino survival probability as a function of Lo/Ey, from (15),
where Ly is the flux-average baseline of 180 km. The primary backgrounds have been removed
from the data points. The blue curve shows the expectation based on the neutrino oscillation

parameters determined by KamLAND.

The solar neutrino experiments are also sensitive to Am3; through its effect on the MSW
transition region. The ®B solar neutrino survival probability has been measured down to
3.5 MeV by the Super-Kamiokande-IV (61) and SNO (62), (63) collaborations. Combining

the results, the best fit solar Am3; is:

Am3, = 4.8 03 x107%eV?, (3.11)

32



3.3 Reactor Neutrinos

which is in clear tension with the KamLAND result in Equation Figure [3.7] shows
a global solar analysis in comparison with the KamLAND data, performed by the NuFit
collaboration (1). In this framework, the best fit Am3, of KamLAND is at Ay2, = 4.7.
This tension is of particular interest in the community, and there have been various attempts
to explain the discrepancy as non-standard neutrino interaction and propagation (64), (65),
(66) or as vacuum-enhanced neutrino mixing (20). During the scintillator phase, SNO+
will be able to detect, at considerable rates, both low-energy solar neutrinos and reactor

antineutrinos. These measurements will potentially shed light on this interesting tension.

3.3.2 Daya Bay, RENO, Double Chooz, and JUNO

As illustrated in Figure 3.5 antineutrinos with the energy spectrum produced in nuclear
reactors have a dip in survival probability at 1.1 km. The size of the dip can be used to
measure the value of #13. The Palo Verde and Chooz reactor antineutrino experiments took
data from about 1998 to 2000 with detectors placed about 1 km from the source. Neither
experiment found evidence of neutrino oscillations (67), (68). This led to predictions that
013 could be very small or equal to zero (69) and to a new generation of experiments
searching for oscillations driven by 613. The Double Chooz experiment in France, the Daya
Bay experiment in China, and the RENO experiment in South Korea became the set of
experiments searching for this oscillation. Importantly, these experiments chose to build
near detectors (several hundred meters from the reactor) to measure the antineutrino flux
prior to oscillation.

The detector technology of all three experiments was quite similar. All three opted to use
liquid scintillator targets inside of acrylic vessels, surrounded by PMTs. The scintillator is
loaded with gadolinium to improve the neutron detection efficiency. The primary difference
between the experiments is in the expected rate of interactions due to the distance from and
power of the nearby nuclear reactors. Daya Bay built eight detectors in total, two at each

near site and four at the far site, in order to increase the signal statistics and to compare

33



3.3 Reactor Neutrinos

NUFIT 4.0 (2018) |

14 _| LI | LI | LI LI I_ 12 [ T T
 sin%,, = 0.0224 . -
12 — — B
C i 10 N
10 - . C
< F N 1 8F
(0 B \ 5 C
o ?1e =N,
= L 1 56
N 6 7] -
I F i 4+
4= - .
2 __ ] 2 :_

0 Covoav v v by a1 0 L1

0.2 0.25 0.3 0.35 04 2 10
sinae1 2 Am§1 [10_5 eV2]

Figure 3.7: (Left) Allowed parameter regions at 1, 2, and 3 o for the GS98 (full regions and
best fit marked by black star) and AGSS09 solar models (dashed, void contours with best fit
marked by white dot) and for the KamLAND data (green contours and best fit indicated by
green star). (Right) The Ax? dependence on Am3, for the solar and KamAND analyses. These
analyses are performed with a fixed sin? (A13) = 0.0224. This plot and caption is reproduced

from ().

efficiencies and systematics. Overall, this meant that Daya Bay had the highest signal rate
of the three detectors and was able to perform the most sensitive measurement of 613.

All three experiments began collecting data in 2011. The Double Chooz detector pub-
lished the first results, using the rate and energy spectrum of the detected events to mea-
sure sin?(26;13) = 0.087 & 0.041(stat) £ 0.030(syst.), which excluded ;3 = 0 at almost 20

). In 2012 Daya Bay published a >50 discover of 7. disappearance @), measuring
sin?(2613) = 0.092 + 0.016(stat) + 0.005(syst.). Quickly afterwards, RENO published first
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3.3 Reactor Neutrinos

results consistent with Daya Bay results and at a similar significance (35). Notably, all three
experiments later published results using the neutron capture signal on hydrogen (70), (71),
(72) (as opposed to the primary signal from neutron capture on gadolinium), which is an
important signal for the analysis discussed in Chapter [

The measurement of 63, particularly given its relatively large value around 8.6°, has
consequences for future measurements of the neutrino mass hierarchy and CP violation in
the neutrino sector. Several experiments, including Hyper Kamiokande and DUNE, hope to
persue these measurements using neutrinos created as a beam using accelerators. Relevant
for this section is the JUNO experiment, which plans to measure the mass hierarchy using
a 20 kton (fiducial) mass liquid scintillator detector (16) to observe reactor antineutrino
interactions. The sensitivity to the mass hierarchy for a reactor neutrino experiment is

most clearly understood by rewriting Equation B8 replacing Ags with A,:

Py 5 =1— %sin2(2913) [1 - \/1 — sin?(612) sin?(Ag1) cos(2|Ace| £ ¢)

— cos*(613) sin?(2615) sin?(Ag), (3.12)
where
sin(@) = cos?(12) sin(2sin?(A12)Ag;) — sin?(A12) sin(2 cos?(A12) Agy ) ’ (3.13)
\/1 — sin2(2912) sin2(A21)
and
Am?, = cos?(612) Am3; + sin?(619) Am2,. (3.14)

The + term in Equation B.12] is a plus sign for the normal hierarchy and a minus sign for
the inverted hierarchy. Note that the ¢ term only enters as the argument of a cos term, such
that the hierarchy only affects the frequency of the oscillation and not the amplitude. The
manifestation of this term in the survival probability is visualized in Figure[3.8, which shows
L/E for a 60 km baseline and the energy spectrum of the reactor antineutrinos, weighted

by the IBD cross-section. This figure illustrates that the mass hierarchy can be measured
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3.3 Reactor Neutrinos

using reactor antineutrinos, but only if the detector expects to have a high event rate and

excellent energy resolution.

— No oscillations
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Figure 3.8: The L/E (km/MeV) spectrum for reactor neutrino oscillations assuming a distance
of 60 km. The flux is integrated over the energy spectrum of the reactor antineutrinos and
weighted by the IBD cross-section. This figure is motivated by the JUNO detector, presented
in (16).

3.3.3 Very Short Baseline Experiments

Very short baseline reactor experiments are designed primarily to test oscillations into
a fourth sterile neutrino flavor. These searches are motivated by results from the LSND
and MiniBooNE experiments, which both looked for 7, — 7, oscillations and MiniBooNE
additionally observed v, — v, oscillations. Both experiments observed excesses relative to
expectation that have been interpreted in a model with one additional sterile neutrino with

a Am ~1eV? (73).
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In this 3+1 model, the survival probability at very short distances is given by:

1.27Am2,[eV?]L[m]
E[MeV] >

P 5, =1— Sin2(2914) sin® < (3.15)

At a very short baseline, around 10 m, L/E ~ 3 m/MeV, which gives sensitivity to Am?, ~
1eV2

A host of these experiments are being built to search for sterile neutrinos by placing a
detector very close to a nuclear reactor. The DANSS experiment uses segmented plastic
scintillator placed underneath the core of the Kalinin Nuclear Power Plant (37). The NEOS
experiment has 108 L of 0.5% gadolinium loaded liquid scintillator, installed 23 m from
the center of the Hanbit Nuclear Power Reactor core in Korea (74). The NEUTRINO-4
experiment uses liquid scintillator as a target near the SM-3 research reactor in Russia (73).
The Soliid experiment consists of cubes of plastic scintillator installed 6 m from the SCK
CEN BR2 research reactor in Belgium (76). The STEREO detector uses gadolinium loaded
liquid scintillator placed 9.4 to 11 meters from the core of the High Flux Reactor in France
(77). The PROSPECT experiment uses rectangular volumes consisting of %Li-doped liquid
scintillator installed near the High Flux Isotope Reactor at Oak Ridge National Laboratory
(36). Thus far, no convincing detection of sterile neutrino oscillations has been observed in

these detectors.

3.4 Geoneutrinos

The Earth produces radiogenic heat through the decay of long-lived isotopes, with half-
lives comparable or longer than the Earth’s age. In the decay of these radioactive elements,
antineutrinos are emitted. The primary isotopes are 233U, 235U, 232U, and “°K. The decay
chains of each of these isotopes, proceeding to a stable nucleus, produces several antineu-
trinos and dozens of MeV of energy. The study of geoneutrinos would provides a useful
measurement of the composition of Earth’s interior and insight into the radiogenic heat

contribution to the Earth’s total surface heat flux (17).
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3.4 Geoneutrinos

Thus far, geoneutrinos have only been measured by the KamLAND (78) and Borexino
detectors (17). As illustrated in Figure[3.9] the geoneutrinos are low in energy and relatively
few of them are above the IBD threshold, making them difficult to detect. Additionally,
reactor antineutrinos provide a background for a search for geoneutrinos, and visa versa
(32). SNO+ hopes to be the third detector to detect antineutrinos from the Earth during
the scintillator phase; however, the flux and detection efficiency is far to small to hope
to detect geoneutrinos in the water phase. Geoneutrinos provide a negligible source of

backgrounds to the reactor antineutrino search presented in Section [Gl
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Figure 3.9: The energy spectrum of emitted antineutrinos in the 4°K, 238U, 235U, and 232Th

chains. This figure is from (17).
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Chapter 4

The SNO+4 Detector

The Sudbury Neutrino Observatory (SNO) is a solar neutrino experiment that took
data from 1999 to 2006. Using heavy water as a target, the 8B solar neutrino measurement
performed by SNO culminated in the resolution of the solar neutrino problem by providing
definitive evidence of matter-enhanced flavor oscillation. This effort ultimately led to the
2015 Nobel Prize in physics for Arthur McDonald along with Takaaki Kajita for Super-
Kamiokande. The SNO+ experiment aims to build upon the infrastructure and success of
SNO with the primary goal of measuring neutrinoless double beta decay. A full description

of the SNO detector can be found in (79).

4.1 Detector Design

The SNO+ experiment re-uses the majority of the SNO infrastructure. The detector is
shown schematically in Figure 1] and consists of an acrylic vessel (AV) 6 meters in radius
surrounded by photomultiplier tubes (PMTs) located on a support structure (PSUP) that
is 8.5 meters in radius. About 9400 inward facing PMT's view the target volume inside of
the AV and about 100 outward-looking (OWL) PMTs are used as a veto to reject events

that originate in the outer volume. The AV has a 7 m tall cylindrical neck that connects
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to the deck and allows for the deployment of calibration sources. Both the AV and PSUP
are located in a large cavity that is filled with ultra-pure water (UPW). The entire detector
is located at the 6800-foot level of the Creighton nickel mine in Sudbury, Canada, which
provides a 6020 m (water equivalent) rock overburden protection from cosmic-rays. SNO+
has taken a phased approach to deploying the target medium inside of the AV.

First, the detector was filled with ultra-pure water and took data in this configuration
from May, 2017 to July, 2019. The primary goal of the water phase was to calibrate the
detector response, ensure stable running, and test the response of the new electronics and
calibration systems. Using the water phase data, competitive limits on invisible nucleon
decay were set (39) and a ®B solar neutrinos measurement with very low backgrounds was
performed (19). Additionally, using the AmBe calibration source, discussed in Section [£.6.2],
a measurement of the neutron-proton capture cross-section was achieved (38). A search for
reactor antineutrinos using the water phase data is presented in Chapter [6l

The second phase of SNO+ is a liquid scintillator phase, which replaces the water in
the AV with a liquid scintillator called linear alkyl benzene (LAB). LAB was chosen due
to its compatibility with acrylic, ease of handling, and excellent optical properties. A fluor
called 2,5-Diphenyloxazole (PPO) is added to the LAB to increase the light output and to
wavelength shift the emitted light into a region visible to the PMTs. There are several key
advantages of liquid scintillator over water. First, the LAB+PPO has a high light yield
relative to water (about two orders of magnitude more light in the PMT sensitivity region),
drastically improving the energy and position resolution. Second, the intrinsic radioactive
backgrounds of scintillator are lower than water and can be purified and cleaned using a
variety of methods. This was demonstrated by the Borexino collaboration which achieved
very low levels of internal radioactivity, in a large part due to their purification system (80).

Several upgrades were made necessary by the addition of liquid scintillator into the AV.
The scintillator is considerably less dense than water and the entire acrylic vessel would

be pushed upward in the cavity. A hold-down rope-net system was installed to counteract
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Figure 4.1: The SNO+ detector, showing the AV, PSUP and AV neck located in the cavity.
Above the cavity is the deck, where the electronics and calibration systems are located.

the buoyant force in order to ensure that the AV does not float up into the deck. The
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installation of this hold-down ropes system required the removal of about 60 PMTs from
the PSUP.

Suspension ropes

AN

.
N
e

Figure 4.2: The SNO+ rope-net system showing both the hold-up ropes from SNO and the
hold-down ropes installed for SNO—+.

In order to purify the liquid scintillator, an underground scintillator purification plant
was built. The plant is a specialized implementation of standard petrochemical purification
processes and was built with strict cleanliness and vacuum-tight requirements. Additionally,
a new sealed cover gas system, designed to reduce radon ingress into the detector through
the interface at the neck, was installed.

The final phase of SNO+ requires the loading of tellurium into the liquid scintillator.
Intense R&D has been conducted by the SNO+ collaboration in order to understand metal-
loading of liquid scintillator, and two additional underground plants have been designed and
built for the cleaning and loading of the Te. The final goal will be a 0.5% Te loading (by

mass) into the liquid scintillator. The isotope '3°Te is known to undergo two-neutrino double
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beta decay and exists at about 34% natural abundance in Te. The search for neutrinoless
double beta decay with the SNO+ detector is discussed in much greater detail in Section
B.1

As of the writing of this thesis, the detector is currently filling with liquid scintillator
and is about half full. The liquid scintillator is added directly on top of the water, which is
drained out from underneath. The analysis presented in this thesis will use data taken in
the water-filled detector; however, a large fraction of the livetime considered does contain

data with a small amount of LAB in the neck of the detector.

4.2 Detector Principles

As discussed, the SNO+ detector will change the target volume inside the AV in phases.
The first phase is a water phase, the second phase is a scintillator phase, and the final phase
is the Te-loaded scintillator phase. The physics principles behind the water and scintillator

targets are discussed in this section.

4.2.1 Water Target

While the primary intention behind filling the SNO+ detector with water was for cal-
ibration and testing the detector response, there is interesting physics that can be done
in the water-filled detector. Indeed, there is a rich history of using enormous, deep un-
derground detectors filled with water in neutrino physics. Super-Kamiokande is filled with
about 50,000 tons of ultra pure water which is used as a target to detect solar and atmo-
spheric neutrino interactions. This led to evidence of oscillation of atmospheric neutrinos
as well as precision measurements of the 8B solar neutrino flux (44, 81, 182). The SNO de-
tector deployed a heavy water target in order to open additional interaction channels, first
proposed by Herb Chen (83), that ultimately led to the most direct evidence of neutrino

flavor transformation (13).
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The detection mechanism is fairly simple in water. An incoming neutrino interacts with
the target in the detector, producing charged particles in the final state. Those charged
particles create Cherenkov radiation which is viewed by an array of photodetectors, most
commonly PMTs. Cherenkov light is produced when a relativistic charged particle has
speed greater than the speed of light in the medium, . For electrons this corresponds to
about 265 keV of kinetic energy. The Cherenkov light moves out spherically at the phase
velocity of the medium, leading to a cone of emission in the direction of the particle motion.

The half-angle of this cone is given by

1
=B
where n is the index of refraction of the medium. For these relativistic particles in water,

where 8 ~ 1 and n = 1.33, the Cherenkov angle is about 41°.

cos(0.) (4.1)

In a pure water detector, like the first phase of SNO+, the primary interaction mecha-
nism for neutrinos with energy below 10 MeV is through neutral current (NC) and charged
current (CC) elastic scattering (ES). The Feynman diagrams for these processes are shown
in Figure For antineutrinos (7) from nuclear reactors, the Earth, or supernova, the
primary interaction mechanism is through inverse beta decay (IBD), where the 7, scatters
off of a proton, creating a positron and neutron. The Feynman diagram for this pure CC
processes is shown in Figure 2.4l Relativistic electrons are also created by the decay of
radioactive elements in and around the detector, either by direct 8 decay or by the creation
of ~v-rays, which can Compton scatter or pair produce. Neutrons are detected when they
capture on hydrogen, produce a 2.2MeV de-excitation . Particles such as alphas from
radioactive decays, protons below 1.4 GeV, and muons below 160 MeV are invisible in a
water Cherenkov detector.

The number of Cherenkov photons produced by these charged particles is given by:

dN 2raz? 1
=1 - = 4.2
d\dz A2 < an()\)2> ’ (4.2)
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where NN is the number of produced photons, A is the wavelength of the emitted photon,
« is the fine-structure constant, and z is the charge of the particle in units of the electron
charge. The Cherenkov spectrum is proportional to 1/A? meaning that the majority of the
light is emitted in the UV but with a significant fraction emitted in the visible between 350
to 600 nm. Because the UV light if often absorbed by the detector medium, the visible light
is critical to detect with a high efficiency.

An important aspect of Cherenkov light is the directionality of the photons. This is
contrasted in the next section in the discussion of the isotropic scintillation light. For the
ES events, the differential cross-section is highly directional — the direction of the scattered
electron is strongly correlated with the direction of the incoming neutrino. Figure [£3]
illustrates the directionality of the ES interaction. This is critical for the discussion of

rejecting 8B ES scatter events in the SNO+ double beta decay search in Chapter Bl

4.2.2 Scintillator Target

Liquid scintillator targets have additionally been an important tools in neutrino particle
physics and have been used by numerous experiments. Interestingly, Cowan and Reines
used a detector that includes tanks of both water and liquid scintillator in their neutrino
experiment that led to the first detection of the neutrino (41). The LSND experiment
detected neutrions from a beam at Los Alamos using a liquid scintillator, and reported
results consistent with a hypothesized sterile neutrino (84). The KamLAND (31), Daya Bay
(34), and RENO (35) experiments utilized liquid scintillator detectors to measure oscillation
parameters by detecting antineutrino from nearby nuclear reactors. Borexino (85) deployed
a liquid scintillator target to detect the "Be, 8B, and pep solar neutrinos. Future detectors
such as THEIA (86), Jinping (87), and JUNO (16) hope to deploy enormous volumes of liquid
scintillators or water-based liquid scintillators (on the scale of 20 to 50 ktonnes) for future
measurements of solar, supernova, and reactor neutrinos and potentially for measurements

of OvBB decay. The largest currently running liquid scintillator detector is NOvA, which
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Figure 4.3: Normalized differential cross section as a function of the angle of the outgoing
electron, relative to the incoming neutrino direction. The ES interaction is strongly peaked in

the direction pointing away from the incoming neutrino direction. This plot is from S. Seibert’s

thesis (18).

uses 13 kt of liquid scintillator contained in plastic extrusions connected to wavelength
shifter fibers (88). Recently, the PROSPECT experiment placed a detector with 6Li-doped
liquid scintillator within 10 m of a reactor core, primarily as a test of the sterile neutrino
hypothesis as a solution to the LSND anomaly (36).

For SNO+, the primary advantages in moving from a water to an organic liquid scin-
tillator detector is the high light yield and radiopurity of liquid scintillator. The high light
yield is critical in order to achieve the required energy resolution necessary for performing

a competitive measurement of Ov35 decay.

The scintillation processes itself is a sequence in which the ionizing radiation excites the
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electrons of the solvent into various excited states. As the molecule de-excites it fluoresces,
producing relatively large amounts of UV or optical photons. Often a fluor or wavelength
shifter is dissolved into the scintillator, which can accept energy from the solvent both
radiatively and non-radiatively and increase the total light output.

An empirical formula called Birk’s law gives the light yield per path length as a function
of the energy loss per path length:

dL &

i w, (4.3)
where L is the total number of produced photons, S is the scintillation efficiency (units
of photons per energy), and kp is Birk’s constant, which depends on the material. The
deviation from linearity is due to quenching effects, captured in the non-zero value of kp
(89). The scintillation efficiency and Birk’s constant has been measured for LAB+PPO,
and the total light output is expected to be more than 10000 photons/MeV.

In addition to the high light yield, the intrinsic levels of radioactivity in liquid scintillator
can be reduced to extremely low levels. Borexino has demonstrated chemical techniques
for distilling, filtering, and applying nitrogen stripping to liquid scintillator, which reduces
the uranium and thorium chain contents to about two orders of magnitude lower than
SNO levels (80). This excellent background reduction enabled Borexino’s low energy solar
neutrino program. The SNO+ scintillator plant was designed and constructed with many
of the same goals and techniques as Borexino.

Charged particles such as as and protons are visible in a scintillation detector, which
opens new detection channels and adds possible backgrounds. For example a-decays from
210pg, 212Pg, and 2'*Po provide a source of backgrounds for the low energy solar neutrino
and OvfBB analyses. Additionally, particles such as as and s are quenched differently,
meaning both the emission-time distribution and the expected number of produced photons
per MeV is different between the two particles. For example, in LAB+PPO a 10 MeV «
interaction looks (very roughly) like a 1 MeV f in terms of total light output.

47



4.3 Photomultiplier Tubes

The scintillation light emission occurs over a much longer time period than Cherenkov
light. The liquid scintillator can be excited to both singlet and triplet states and the de-
excitation time depends on the state. The singlet state consists of fast de-excitation on the
order of several nanoseconds, while the triple state can take hundreds of nanoseconds to
de-excite. Notably, different particles excite the liquid scintillator molecules into different
fractions of singlet and triplet states. For example, a particle interactions excite the scin-
tillator into relatively more triplet states than 3 interactions, causing the emission timing
to have a longer tail for as than f#s. This difference can be used to reject a backgrounds.
A measurement of the scintillation decay time profiles for the SNO+ liquid scintillator is
given in Section [7.2.3]

Similarly to water, the mechanism for detecting solar neutrinos in a liquid scintillator
detector is through elastic scattering. However, direction reconstruction in a liquid scintilla-
tor detector is difficult, and solar neutrino interactions are distinguished using their energy
spectrum. For the SNO+ Ovj3j search, elastic scattering of electrons from solar neutrinos

is a dominant background, discussed in Section

4.3 Photomultiplier Tubes

The SNO+ detector deploys approximately 9400 R1408 Hamamatsu PMTs, the same
as those used in the SNO detector. These PMTs were originally selected for their relatively
low dark rate (about 500 Hz at 16° C), reasonable charge resolution, and relatively good
timing. Over the last two decades, new and improved large-area PMT's have been designed.
Bench-top measurements of several of these PMTs is discussed in Section[Z.Il In the interim,
between the end of SNO and the beginning of data-taking with SNO+, PMTs that were no
longer operating at the end of SNO were removed, had their bases replaced or fixed, and
then were introduced back into the detector. This effort regained several hundred working
PMTs for SNO+.
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The PMT base, which distributes the high voltage to the dynode stack, must be pro-
tected from the environment in order to operate. Waterproof housing was designed using
soft-silicon gel and the R1408 PMT with this housing is shown in Figure 44 (left). The
PMTs are placed into 27 cm diameter light concentrators, imaged in Figure The light
concentrators consist of reflective petals arranged in the shape of a Winston-cone, an ideal
non-imaging light collector (@) Over the lifetime of SNO and SNO+ the concentrator
petals have aged and dulled, reducing the overall reflectivity. During the SNO data-taking
the photocathode coverage, including the reflectivity of the concentrators was 54%. The

SNO+ coverage is slightly worse due to decreases in the reflectivity of the concentrator

petals.
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Figure 4.4: A schematic of the R1408 including the waterproof housing (left). The hexcell
design to hold the PMTs and concentrators in the PSUP (right).

In addition to the standard inward looking PMT channels, there are about 50 PMTs
with the last dynode tapped to read out a second, low-gain signal. There are also 5 PMTs
without concentrator petals, intentionally removed to directly test the effectiveness off the

reflective petals. There are four non-R1408, high quantum efficiency PMTs installed in
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Figure 4.5: A SNO concentrators imaged in 2019 with considerable aging to the petals clearly
visible.

the detector, discussed in Section [[.T.5l The 100 OWL PMTs are located along the PSUP
pointing outward and are not contained within concentrators. There are four additional
neck PMTs located at the top of the neck, which are used to reject events that occur in the

neck of the detector.

4.4 Electronics and DAQ

The electronics chain designed to read out and trigger on signals from the PMT array
make up the data acquisition (DAQ) system. The SNO+ DAQ inherits much of its infras-
tructure from SNO, with several notable changes. The electronics for SNO were designed
for sub-nanosecond time-precision with a large dynamic range, but only for relatively few
expected PMT signals per 400 ns event, at a reasonably low rate of tens of Hz. In order to

deal with the higher occupancy and trigger rates expected with a liquid scintillator target,
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several of the electronics board required upgrading. These upgrades are described in Section
4.5

The SNO+ electronics system consists of 19 crates each containing 16 front-end cards
(FEC) and 16 PMT interface cards (PMTICS). On each FEC, four daughterboards (DBs)
are attached. The DBs house custom integrated circuits for eight PMT channels that
perform the important signal processing. Thus, each crate is responsible for the analog
processing and trigger generation for 512 PMT signals.

The PMTs in each crate are powered by a single high voltage box which supplies about
60 mA of current across the 512 channels. The high voltage supply connects directly into
the SNO+ backplane, which distributes the high voltage to the PMTICs. 32 752 waterproof
RG51-like coaxial cables connect the PMTIC to the PMTs. These cables travel 32 meters
down to the PMT carrying the high voltage to the PMT base, where it is distributed to the
dynode stack. The typical high voltage supplied to the PMTs is 2000 V, but it varies from
1800 V to 2350 V across the crates.

The analog signal from the PMT travels up the same cables back to the PMTICs where
a HV-blocking capacitor picks off the DC component. The PMTIC also supplies other
important features, such as disconnect relays that allow one to disconnect eight sets of
channels at a time, and overvoltage and breakdown protection diodes. Additionally, the
PMTIC has flexible feed-through resistors that allow tunable high voltage adjustments for
each PMT. The high voltage set at the supply and the value of these feed resistors is tuned
such that the gain of the PMTSs on the crate is close to 1 x 107. The mapping from high
voltage to gain for each PMT was measured in dedicated setup at Queen’s University which
characterized more than 9,800 PMTs for SNO (91).

The signal from the PMT is passed directly from the PMTIC to the FECs on a connector
that bypasses the backplane. On the FECs, the signals are distributed to one of the four
DBs, depending on the location of the PMT connection. On the DBs the signals are passed

into a four-channel custom discriminator (SNOD), where they are each compared against
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programmable thresholds. Typically these ‘channel thresholds’ are set to correspond to
one-quarter of the peak voltage of an average SPE signal. For channels that cross threshold
a PMT ‘hit’ is created. The total number of PMT hits in a triggered event is often referred
to as the ‘nhit’ of the event.

Each PMT signal crossing threshold is passed to a custom integrator (SNOI) where the
signal is integrated across three paths to produce three charge values. These charge values
are high gain, long integration (QHL), high gain short integration (QHS), and low gain short
integration (QLX). The SNOI also shapes the input PMT signal and outputs two versions
with different gains to be used in triggering: ESUMH and ESUML. Simultaneously, on a
custom CMOS chip a TAC is started on the leading edge of the signal from the SNOD.
The TAC is stopped by a centrally created global trigger, discussed later. The CMOS chip
also creates two square fixed-current pulses used for triggering, one of length about 100 ns
(N100) and the other with length about 20 ns (N20). The N100 and N20 can be disabled at
the channel level for broken channels. The CMOS chip also provides sixteen analog memory
cells per measurement for storage.

The time from the TAC, the three charge values, and the crate, FEC number (card
number), channel number, and cell number (CCCC), and some error flags (discussed in
Appendix [C.0.3]) are the entirety of the analog-processing information stored by the SNO
electronics. A direct map of the CCCC to PMT location is stored in a database and used
to physically locate the origin of the signal.

The N100, N20, and ESUM signals are the primary trigger signals for the detector. There
exist separate trigger signals for the OWLs that are separate but handled equivalently. Each
trigger signal generated on the DBs is passed onto the FECs, where the bottom and top
16 channels are summed and passed onto the backplane. The backplane provides a path
to the crate trigger cards (CTCs) where each trigger signal is summed separately for the
entire crate. That is, in each crate there is a crate-level sum of N100, N20, ESUMH, and
ESUML.
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The signal for each trigger for each of the 19 CTCs is passed to the master trigger
cards — analog (MTC/A+s), located in a central timing rack. Each MTC/A+ is primarily
responsible for a detector-wide analog sum of the trigger signal with three different gains,
each of which is compares against a programmable threshold. For trigger sums that cross
threshold, a 20-ns digital signal called the raw trigger is created. Details about the MTC/A+
are described in Section There are a total of seven MTC/A+s in the timing rack, one
for each trigger signal. In principle all of the MTC/A+s are identical.

Only a small fraction of the 21 total trigger signals (seven MTC/A+s with three gain
paths) are used. The most important trigger signal for triggering on physics events in the
detector during the SNO+ water phase is the N100. This is largely due to the size of the
detector — it takes about 60 ns for light to transit the entire detector, so the N100 signal
allows all unreflected Cherenkov photons from an energy deposition to be counted toward
a possible trigger. Of the three N100 signals, the high gain path is referred to as N100L
(‘L is for low-threshold) is the most important and runs with the lowest threshold due to
the better signal-to-noise on this signal compared to the lower gain paths. The other gain
paths allow for a large dynamic range, but are not as useful in Cherenkov detector where
the total number of hits in an event is fairly small. The medium gain path N100 is referred
to as N100M and the low gain path is referred to as N100H. The N20 has a similar naming
scheme, and we only use the high gain ESUMH signal during the water phase.

The raw trigger out from the MTC/A+ is created for each individual gain path that
crosses threshold. These raw trigger signals are sent to the master trigger card — digital
(MTC/D). The MTC/D itself has a trigger mask that decided which raw trigger signals
to accept as a valid trigger signal. For triggers that are masked in, the MTC/D creates a
global trigger (GT), which effectively ends the trigger cycle and indicates that the detector
should read out its data. The GT is fanned out to all crates in the detector, which in
turn pass the GT down the backplane to every individual channel. Simultaneous with the

GT, the MTC/D also creates a signal called lockout (LO), a 420 ns signal during which
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the MTC/D will not emit another global trigger. This effectively creates a 420 ns trigger
window in which to readout the PMT hits. Additionally, the MTC/D keeps track of the
trigger type that causes the GT, as well as any other triggers that arrives within roughly
a 20 ns window around the GT, in a trigger word. A counter called the global trigger 1D
(GTID) is incremented at the MTC/D for each generated GT. The GTID is used to make
sure the entire system remains in sync. At the crate side, the GT is distributed to each of
the channels, which stops the TAC ramps and indicates to each channel that it should read
out its data. The channels hold their data waiting for a GT for a length of time known as
GTValid. If a GT does not arrive before GTValid expires, the channels charge and TAC
values are cleared. The channels independently keep track of the GTID, which is checked
against the master trigger system every 26 GTIDs to ensure the channels are in-sync.
The channels that have valid hits are buffered into the FEC memory. The data is then
read out from each FEC by the XL3s. Each individual crate has its own XL3, which is
an upgraded board for SNO+ (described in Section 5.1]). The XL3 then ships the data
for the crate to a central DAQ computer over Ethernet. The central DAQ computer runs
several servers that handle the data-readout and talk to the hardware. The x13-server
and mtc-server handle sending commands to and receiving replies from the XL3 and MTC
respectively. The data-server receives PMT data from the XL3s and trigger data from the
MTC/D and relays that data to any subscribed clients. The most important client is the
SNO+ event builder, often referred to simply as ‘the builder’. The builder uses the GTID
stored in the PMT data and the trigger data to combine the PMT and trigger data into
an ‘event’. Once the builder is satisfied that all PMT hits have been saved to the correct
event, the builder writes the data to disk in a custom ‘zdab’ format. Data is written to
the same file until a maximum file size is reached, upon which the builder will create a new
file. The files are indexed by runs, which are typically set to one hour for physics running,
and are used to conveniently chunk the data together. The runs themselves have important

information associated with them, such as the run-number and the run-type (marking the
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type of running such as physics, calibration, etc.) and any common activity occurring
during the run (such as recirculation, people on deck, etc.).

The absolute time of the event and relative time between events are recorded by two
separate clocks. A 10 MHz clock is distributed by a commercial GPS system located on
surface. This 10 MHz clock is connected to the detector via a 4 km long fiber optics cable,
and an underground board called the UG Board provides the signal relay to the MTC/D.
The 10 MHz clock provides a ‘universal’ time and is synced to the GPS once per hour. A
100 MHz clock runs on the trigger utility board mk.IT (TUBIi, described in Section 5.3)
and is plugged directly into the MTC/D, where it is converted to 50 MHz. This clock is
used for inter-event timing and provides 20 ns resolution.

An auxiliary commercial CAEN v1720 waveform digitizer runs in the same crate as
the MTC/D and is used to digitize the summed trigger signals, discussed in 5.4l The
raw triggers from the MTC/A+ are plugged in to the MTC/D through a board, called
the Latch board, described in Section Figure shows a detailed schematic of the
SNO+ trigger system. The entire path from PMT to the MTC/D is shown with the new
or upgraded boards from SNO to SNO+ highlighted in red.

The MTC/D provides a pulser than can produce forced global triggers at a fixed rate.
This pulsed global trigger (PGT) provides a zero bias trigger that is used for a measurements
of the dark noise rate (described in Section [B.0.4)) and CMOS dropout rate (described in
Section 7. In combination with the PGT, the MTC/D can emit a pedestal signal to all
crates in the crate pedestal mask (set on the MTC/D) that tells the crates to read out the
data for any channels in the channel pedestal mask (set by the XL3). This bypasses the
discriminator and forces channels to read out their data. The pedestal signals are used for
eectronics calibrations (such as the ECAL and ECA, described in Appendix [B]) and by the

nhit monitor for determination of the trigger efficiency.
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4.5 Electronic Upgrades

4.5 Electronic Upgrades

Several electronics boards were added or upgraded to the SNO electronics chain. As
mentioned, these electronics are required due to the higher trigger rates and average PMT

occupancy expected by using a liquid scintillator target.

4.5.1 XL3

The data-readout system for SNO consisted of the XL1s and XL2s, which provided
centralized readout of the crates, but was limited to communicate and receive data from one
crate at a time. These boards were replaced with the XL3s, which allowed for asynchronous,
parallel read out of the crates, drastically increasing the possible read out speed. The
bandwidth limit of the SNO electronics was very roughly 250 kB /s, which is easily achievable
with the XL3s. An XL3 is located in each crate to provide the read out of the front-end
electronics, independent of any central computer. The XL3 hosts a Xilinx ML403 which acts
as a carrier board for a Virtex-4 FPGA. The ML403 also contains a PowerPC processor,
providing optimal flexibility. The FEC readout is run from the firmware on the Virtex-
4 FPGA, which is configured to pull data across the backplane. C code running on the
PowerPC processor requests the data from the FPGA and buffers it in local memory. The
data is then pushed (as opposed to requested) by the XL3s to a central DAQ computer over
ethernet using standard TCP /IP protocols. This upgrade from the VME-like protocol used
by SNO also largely increased the bandwidth of the system. The lightweight IP libararies
run on the PowerPC and allow the XL3 to push data over Ethernet at a maximum rate
of around 14 MB/s, corresponding to a detector wide rate of 266 MB/s. During the water
phase, the higher bandwidth has meant SNO+ has been able to trigger at significantly
higher trigger rates with thresholds much lower than SNO ever achieved.
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(a) The MTC/A+ trigger board, developed pri- (b) The XL3 read out board, devel-
marily by A. Mastbaum. oped primarily by R. Bonventre.

(c) The front-panel of the TUBII trigger util-
ity board, developed primarily by E. Marzec. (d) The CAEN v1720 waveform digitizer.

Figure 4.7: The family of new electronics for the SNO+ detector. Not shown here is the Latch
board developed primarily by T. LaTorre.

4.5.2 MTC/A+

For SNO+ the MTC/A, which performed the detector wide trigger sum for SNO, is
replaced with the MTC/A+. Similarly to the other upgrades, the motivation for the de-
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velopment for the MTC/A+ is the large number of expected PMT hits. The MTC/A has
a dynamic range of about 1000 PMT hits, which might not be sufficient for the expect
light yield. The MTC/A+ provides different gains such that SNO+ can use the full 10000
hit range for triggering. Additionally, the MTC/A+ provides better than 1 nhit resolution
for the low-threshold water data-taking, which has been critical for achieving our very low
trigger thresholds discussed in Section .71

Three primary additional upgrades are the baseline restoration, crate disconnects, and
programmable trigger logic. Baseline restoration on the MTC/A+ is an active LRC feedback
loop that restores the baseline to the nominal value with a time constant on the order of tens
of seconds. This alleviate issues associated with trigger baseline shifts that can be caused
by variations in the otherwise DC-coupled analog sum baseline. The slow time constant
does not integrate the fast signals from the PMTs.

The crate disconnects are a set of controllable relays that allows one or more crates to
be disconnected from the trigger sum. This allows fast debugging of issues with the trigger
signal by identifying the problem crate. The control is critical for running the detector
during periods of time when the trigger signal from one or more crates is not working.

The programmable trigger logic on the MTC/A+ is implemented in firmware running on
a Xilinx XC2C512 CPLD. This allows for the trigger logic to be reprogrammed as desired.
The input into the CPLD is the raw triggers for each of the three gains paths, and the CPLD
can perform logical operations with those signals. The form of logic currently implemented
on the CPLD has two different types of triggering. The standard trigger logic is a raw trigger
is emitted for the corresponding gain path if the analog sum crosses threshold. Additionally,
a raw trigger is emitted for a gain path if at the end of the LO window the analog sum is still
above threshold. This is often referred to as retriggering, as a global trigger is created (if
the trigger is masked in at the MTC/D) immediately after the previously triggered event.

There are several other options for triggering with the MTC/A+. A forced retriggering

scheme would fire raw triggers for N sequential window after a trigger threshold crossing.
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This can be gain path specific and the number of raw triggers emitted can be programmed
to any value. Forced retriggers have not been used during normal data-taking, but might
be useful for background rejection in the scintillator phase or for performing specific mea-
surements of the detector response, such as PMT afterpulsing.

A delayed copy of the global trigger (DGT) is created on TUBII and cabled back to
the CPLD, where it can used in the trigger logic. Potential logic using this signal includes
providing a retrigger if the signal is still high at DGT (or crosses threshold again at DGT),
which might be half the length of LO. This could be useful for triggering specifically on 8-«
coincidence events during the scintillator phase. Finally, a gated low energy trigger could
be implemented on the CPLD, where a path with a high threshold enables a path with a

low threshold for some amount of time if it crosses threshold.

4.5.3 TUBII

The Trigger Utility Board Mk.IT (TUBIi) replaces the SNO trigger utility board (TUB)
and adds many additional features. Besides providing for additional triggering logic, TUBii

performs the following roles:
1. Analog shaping of the trigger signals sent to the CAEN

2. Removal of the -5V baseline from the MTC/A+ for the trigger signals sent to the

CAEN and control-room oscilloscope (used for monitoring purposes)
3. Production of the DGT signal discussed in Section d.5.2]

4. Interface for the calibration systems (including the laserball, TELLIE, and SMELLIE)
in which it provides synchronization with the trigger system and tunable pulsers and

delays

5. A variety of different logic converters (eg, ECL to TTL)

60



4.5 Electronic Upgrades

6. A measurement of the MTC/A+ baseline values used for monitoring

7. ‘MTC/A+ Mimic’ circuity, providing functionality very similar to the trigger imple-
mented in the CPLD on the MTC/A+s

8. Audio output of the global trigger rate, used for monitoring
9. Flexible trigger logic using a Xilinx MicroZed, which carries and FPGA

The triggering logic on TUBII is designed to use as input any of the raw trigger signals
from the MTC/A+. Nearly any logical combination of the trigger signals can be used to
create a global trigger for the detector. For example, TUBII can take as input an N20 raw
trigger, where the threshold has been set relatively low, and an N100 raw trigger, where
the threshold has been set relatively high. This trigger was implemented as a method for
detecting ~-rays in the external volume during scintillator filling, where the low energy
decays of ™C in the scintillator make it difficult to measure the events in the external water
volume. Due to the extended scintillation time-profile, the '4C events will trigger both the
N20 and N100 thresholds, while the external «-rays often only cause the N20 to trigger
in this scheme. Logic on TUBII is implemented to provide a global trigger in situations
when the N20 raw trigger is received and the N100 raw trigger is not received, within some
time window around the N20. This provides a sample of triggered events that should have
a high purity of external events for measurement of the external backgrounds. There are
many other possibilities for triggering on TUBII, which provides more flexibility than the
firmware on the CPLD on the MTC/A+. Supernova burst triggers and BiPo coincidence

triggers are among those that are often discussed.

4.5.4 CAEN

The CAEN v1720 is an 8 channel, 12-bit, 250 MS /sec waveform digitizer with a dynamic
range of 2 V. The CAEN digitizer replaces the SNO analog measurement board (AMB),
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which provided analog signal processing of the ESUM trigger signal. The output for the
high gain path of the N100, N20, and ESUMH are plugged into a CAEN (the path goes
through TUBII). The CAEN digitization window is set to 420 ns, to be consistent with the
width of LO, with a sample width of 4 ns. The digitized waveforms are read out as part
of the trigger event and the CAEN keeps track of its own GTID to ensure that it stays in
sync. These digitized waveforms are primarily used for data-cleaning and for monitoring

the health of the trigger signals.

4.5.5 Latch Board

The latch board provides a trigger fanout for the MTC/A+ which is critical functionality
in the determination of the trigger efficiency, described in Section 47 The motivation for
building the latch board is the limitation in the information provided in the trigger word
of the MTC/D. The trigger word on the MTC/D is generated such that only raw triggers
that arrive roughly 10 ns around the raw trigger that caused the global trigger are latched
into the word.

The latch board takes as input the raw triggers from the N100L, N100M, N100H, N20L,
and N20M. It outputs a copy of the raw trigger to be used by the MTC/D for detector
triggering. Additionally, the latch board outputs a negative-gong 5V pulse to a calibration
FEC called the FECD that is located in crate 17, slot 15. The FECD is a spare FEC with
no PMTs attached that provides additional calibration channels. The FECD is read out
by the XL3 like a normal FEC for calibration sources, such as the N trigger PMT. In
this case it is used for the latch board to mark whether each of the raw triggers from the
MTC/A+ fired.
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4.6 Calibration Sources
4.6.1 16N

The N calibration source is the primary high energy calibration source for the SNO+
water phase. The SN is produced via (n, p) reaction on 0 using 14 MeV neutrons from
a Deuterium-Tritium generator on deck. The N is transported from the deck into the
source deployed in the detector using a high pressured gas-stream down the umbilical. In
the source chamber the N beta-decays with a half-life eof 7.13 seconds to 60, which
de-excites and produces a primarily 6.13 MeV ~. The § interacts with a small piece of
plastic scintillator inside the source, which produces scintillation light that is detected by a
PMT located in the neck of the source. The signal from that neck PMT is used to tag the
event. The v leaves the source and interacts in the detector. This interaction is used as to
calibrate the total detection efficiency and the energy response of the detector. Full details

of the N source can be found in (92) and (93).
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Figure 4.8: A comparison between the N data and MC for a central 'N deployment after
calibrating the detection efficiency of the detector. This figure is from (19).
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4.6.2 AmBe

The Americium-Beryllium (AmBe) calibration source is a power source produced in 2005
and stored underground. The 2! Am nuclei undergo a-decay with a half-life of 432 years
and a Be target absorbs the emitted as, producing '>C and a neutron. The 2C nucleus
is produced in an excited state about 60% of the time, which de-excites via a 4.4 MeV ~.
The majority of the neutrons leave the source and thermalize and capture on hydrogen in
the detector. The capture produces a 2.2 MeV ~ with the production of ?H. The AmBe
calibration source provides a low energy calibration of the reconstruction and is an ideal
source for the antineutrino analysis described in Chapter [6l Additionally, the AmBe source
allows for a measurement of the neutron detection efficiency, which is found to be around
50% with a small variation across the detector (38). An analysis of the AmBe source data

is described in Section and more details about the source can be found in (93).

4.7 Trigger Efficiency

The trigger efficiency in the SNO+ detector is the probability that the detector triggers
given a number of ‘in-time’ PMT hits. The trigger signals have been described in Section
4.4 The primary trigger for the SNO+ detector for the majority of the data-taking during
the water phase is the N100OL. This is only not true for runs before run 104613. These runs
will not be used in the analysis presented in this thesis due to the complicated behavior of
the trigger that was not well-understood. A detailed look at the trigger efficiency for these
runs is given in (94) and is not included here.

As already discussed, the SNO+ trigger system discriminates on a detector-wide analog
sum of the trigger signal. For the water phase, the N100 — specifically the high-gain path on
the N100 MTC/A+ called the N100L — has the lowest trigger threshold and is considered
the ‘primary’ trigger for the detector. The trigger threshold is set to correspond to about 7

PMT hits. However, given the various inefficiencies, noise in the system, and several other
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trigger features that will be discussed, the efficiency for triggering at 7 hits is not 100%.
Indeed, there is a non-zero efficiency for triggering the detector down to about 5 hits and
does not reach 100% until about 9 hits.

Whether or not the detector triggers is effectively a function of the number of in-time
hits, denoted n19p. Because the trigger signals are 100 ns in length, the definition of in-time
hits is the number of PMT pulses that cross their respective discriminator threshold within
100 ns of one another and have their N100 trigger signals enabled. Because of the rise-time
of the square pulses this is not precisely true because each individual pulse does not reach
its maximum voltage until several ns after it is created. The rise-time comes both from the
creation of the pulse at the CMOS chip, but also from the bandwidth of the MTC/A+.

Perhaps most importantly, the trigger response is affected by an error in the design
of the CMOS chip, called ‘dropout’. In some situations, the N100 and N20 for a channel
latches up, without going back to baseline, effectively lowering the trigger threshold by one
hit. This lasts until that channel gets a real PMT hit crossing the discriminator threshold,
so is a more dangerous issue for channels that are running at low rates. The total amount of
dropout can be measured by looking at the trigger sum on the CAEN. In situations where
one or more channels are dropped out the CAEN baseline should shift by the corresponding
amount. A plot showing the CAEN baseline for the N100 trace (in ADC counts) from E.
Marzec’s thesis (20) is shown in Figure In that plot, a fit composed of the sum of several
Gaussian distributions indicates that the CAEN traces are composed of several different
baselines, corresponding to different amounts of dropout. This run had a particularly large
amount of dropout and there are components that show seven channels dropped out in the
fit to the baseline.

The trigger efficiency is monitored on an approximately hourly basis using a method
called the nhit monitor. The nhit monitor sends pedestals to a single crate at a rate of
1 kHz, and then, one at a time, enables channels in the pedestal mask. The nhit monitor

starts with a single channel on the crate receiving pedestals and increments to 50 channels.
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Figure 4.9: The CAEN baseline in ADC counts for a run with a lot of dropout. The Gaussian
components of the fit correspond to one or more channels dropped out, shifting the CAEN
baseline down. The fit shows the average amount of dropout at a given time is around two
to three channels. Note that the CAEN baseline has been set to around 4050 counts with no
dropout. This plot is from E. Marzec’s thesis (20).

At each step 1000 pedestals are sent and, for each pedestal event, it is checked whether the
N100L triggered the detector. The pedestal hits are always exactly in-time and the number
of channels firing are known exactly. This allows one to extract the trigger efficiency curve
by using the total number of triggered events divided by the total number of pedestal
events for a giving number of in-time hits. The trigger efficiency can also be measured
using laserball or TELLIE data, as will be discussed later. Note that given limitations in
the latching of the trigger word of the MTC/D, the N100L, even if the threshold is crossed
on the MTC/A+, might not be included in the trigger word. This is mitigated by the latch
board, discussed in Section [£.5.5 which splits the raw trigger out from the MTC/A+ to
the FECD, where a hit on a specific channel corresponds to the N100L firing in that event.

This method is robust to the relative timing of the triggers and reliably marks whether each
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the various trigger threshold were crossed.

Understanding the trigger efficiency curve is critically important if events are being
analyzed that have nhits in the range where the efficiency is not 0 or 100%. For the solar
neutrino and nucleon decay analyses (19, 39) the energy cut was such that the events were
100% certain to trigger the detector and thus we did not need to worry about the trigger
efficiency. However, for the reactor antineutrino analysis, the low energy neutron capture
events will be affected by inefficiencies in the trigger. Thus, understanding our modeling of
the trigger around threshold is critically important for these analyses. In (38) the AmBe
source was used to understand the trigger efficiency for 2.2 MeV s produced from neutron
captures on hydrogen.

The trigger model used in RAT uses a detailed model of the entire trigger system and
includes in-situ measurements of the rise-time of the trigger signals, noise in the trigger
system, variation in the size of the nhit pulses, and the width of the nhit pulses. The model
of the nhit pulse in RAT is compared to data taken on the teststand in Figure [£.10 Most
importantly, the model of the dropout discussed is used as direct input into RAT and the
baseline of the trigger. For each run the average amount of dropout, R, is measured and
RAT draws from a Poisson distribution with that average to determine the dropout for each
event. Additionally, RAT includes a model of the baseline restoration by subtracting the

average dropout, such that the trigger baseline (B) for any event is given by:
B = Poisson(R) — R. (4.4)

In order to test the RAT model, simulated 2.2 MeV ~s are used to probe the relevant
nhit range. Because the amount of dropout is measured run-by-run, the simulation is
done using a specific run-number. Many runs are tested with various amount of dropout
but only two runs are presented here. In Figure [4.11] the trigger efficiency distribution is
compared between the nhit monitor (labeled as data in the plots) and the output of the

RAT simulation. The calculation of 711¢g is done using the trigger efficiency processor in the
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Figure 4.10: The analytic model in RAT compared to test-stand data for a 1 nhit N100
pulse. The noise on the N100 is largely caused by the environment on the teststand and is not

representative of the noise in the detector.

same way for both the nhit monitor and for RAT. This calculation includes the rise-time and
realistic trigger widths in its calculation of 7199. Figure [4.11] shows events simulated out to
the PSUP for both runs, while Figure shows events simulated only in the center (left)
and out to a fiducial volume of 5900 mm (right).

It is clear from these plots that the model in RAT does a reasonable job of reproducing
the trigger efficiency curve extracted from the nhit monitor. This can be quantified by
convolving the underlying njgo distributions (dashed line in Figures 11l 1.12) with the
trigger efficiency curves. Doing this for run 200005, the total efficiency for detecting the 2.2
MeV ~s using the RAT trigger efficiency curve is 51.5% and using the nhit monitor trigger

efficiency curve is 52.5%. This is about a 2% systematic uncertainty, under the assumption
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Figure 4.11: The nhit monitor (data) and RAT (Monte Carlo) trigger efficiency curves for runs
114287 (left) and 200005 (right). The dashed line shows the underlying 7199 distribution for
the simulated 2.2 MeV ~s. The events are simulated out to the PSUP at 8.5 m.
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Figure 4.12: The nhit monitor (data) and RAT (Monte Carlo) trigger efficiency curves for

runs 200005. The left plot shows event simulated in the center and the right plot shows events

simulated out to 5900 mm. The dashed line shows the underlying n19¢ distribution for the
simulated 2.2 MeV ~s.

that the nhit monitor is reflective of the ‘true’ trigger efficiency. This analysis was run over

a large set of physics runs and the maximum systematic difference between the nhit monitor

and RAT was 4%.
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There are several issues with the assumption that the nhit monitor data is representative
of the true trigger efficiency. The nhit monitor runs on the same channels in crate 4 every
time and does not probe the response of the other crates or channels. The nhit monitor
does run during physics runs, allowing it to snap shot the state off the detector at a time in
which we are taking physics data, but it increases the total rate by 1 kHz (about doubling
the average trigger rate) while doing so. This might affect the baseline restoration on the
MTC/A+s effectively correcting any changing baseline, which might not be representative
of the detector response during physics running.

In order to check the nhit monitor results, dedicated runs using the TELLIE system were
taken to measure the trigger efficiency. These runs were taken with a mean occupancy of
around 10 nhit in order to probe the relevant turn-on of the trigger efficiency. The results
for three of these runs are shown in Figure [L13] and are compared to the nhit monitor
results. The TELLIE runs are performed on two fibers at two different rates. The runs
on the same fiber at 50 Hz and 1 kHz show consistent results, suggesting there is probably
little rate dependence in the trigger efficiency curve. However, the runs on the different
fibers do show systematic differences in the trigger efficiency curve, suggesting there is a
significant effect from differences in the electronics behavior across the detector.

The difference between the nhit monitor results and the TELLIE results are not fully
understood, but are consistent with the results found in (94). The nhit monitor only probes
a single crate, and its possible that crate 4’s response is particularly good. Additionally, the
pedestal hits all come exactly in-time, whereas the TELLIE hits can be spread in-time due
to optical reflections and the PMT transit time. Regardless of the reason, this difference can
be taken as a systematic uncertainty. For the TELLIE run that is maximally different from
the nhit monitor in Figure [I3] the total predicted trigger efficiency differs by 15%. This
dominates over the run-by-run uncertainty. This systematic is important for the analysis
described in Chapter [6
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Figure 4.13: The trigger efficiency curve for three different TELLIE data sets. Run 207092
(black) used node 19 pulsed at 50 Hz. Run 207095 (red) used node 19 pulsed at 1 kHz. Run
207097 (green) used node 30 pulsed at 50 Hz. The different nodes are used to test the trigger
efficiency for different parts of the detector. The different rates are used to test whether the
rate impacts the determination of the trigger efficiency. The most recent nhit monitor, before
these runs, is shown in blue. It is clear the nhit monitor over predicts the total trigger efficiency
relative to the TELLIE results.
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Chapter 5

Simulation and Reconstruction

SNO++ relies on a detailed Monte Carlo simulation for predictions of efficiencies and
signal expectations, and for constructing systematic uncertainties. The simulation software
used by the SNO+ experiment is called RAT, a GEANT4-based (95) simulation and analysis
package originally developed by Stan Seibert (96). RAT uses custom photon tracking and a
detailed detector model, including full simulation of the PMTs, electronics, and DAQ re-
sponse. RAT relies on a dynamic database, RATDB, containing information about the detector
with adjustable parameters that can be easily tuned by the user. RATDB contains both static
tables, not expected to change as the detector runs, such as the PMT locations, as well as
run-by-run tables that are uploaded every run with the detector-state information for that
run. In addition to event simulation, RAT provides a flexible framework for reading in data,
such that the exact same software is used for the simulated and real data. The output of
RAT is a ROOT (97) file. For the most part, the files used in the analysis presented in this
thesis are flat ROOT trees called ntuples.
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5.1 Event Generation

The first step in the simulation of a Monte Carlo (MC) event is the generation of an event
vertex containing the particle type(s), time(s), energy(ies), position(s), and direction(s). For
this discussion, the generation of the vertex for reactor antineutrino interactions will be used
as an example due to its relevance for the analysis presented in Chapter [Bl The reactor
antineutrinos interact via IBD, producing a positron and neutron.

The reactor antineutrino energy distribution is generated using a useful phenomenologi-
cal description, fit to the shape of the spectrum that is predicted by modeling the 5-branches
of the four fission products. The spectrum from each of the four primary fission isotopes —
2357, 238U, 239Py, and 2'Pu - is modeled as an exponential to a 5th order polynomial of
the form: .

Stit = exp Z apER! (5.1)
p=1
given in (2) and (3). The fitted parameters used are shown in Table [5.I] and the associated

spectra are shown in Figure 5.1

Isotope aq Qa9 Qasg oy Qs Qg

B5U 4367  -4.577 2100 -0.5294  0.06186  -0.002777
28U 0.4833 0.1927 -0.1283 -0.006762 0.002233 -0.0001536
29pu 4757 -5.392  2.563 -0.6596  0.07820  -0.003536
2Py 2990  -2.882  1.278 -0.3343  0.03905  -0.001754

Table 5.1: The fitted values for the coefficients in Equation [5.T]used to model the antineutrino
energy distribution from nuclear reactors. The values for 25U, 9Py, and ?*'Pu are from (2)

and the values for **U are from (3).

In addition to generating the energy distribution, the other non-trivial vertex informa-
tion to generate is the direction of the incoming antineutrino. There are dozens of possible

nuclear reactors running at various powers that can contribute to the incoming flux, each
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Figure 5.1: The predicted energy spectra for the antineutrinos emitted from the sum of all 8-
branches of the fission products 23°U, 238U, 239Py, and 24'Pu. The spectra are shown above the

IBD threshold (1.8 MeV) shown in Figure 25 and are used in the RAT antineutrino generator.

with different distances to SNO+ (shown in Table [EJ]). The source reactor, for each gen-
erated event, is selected based on its fractional contribution to the total expected flux for
SNO+ (the details for the rate of emission are given in Section [6.2]). Then, the neutrino’s
direction is set such that it is incoming from the selected reactor complex.

The vertex of the interaction is distributed uniformly in the selected detector volume,
where the primary outgoing particles (the neutron and the positron) are generated. The
energy and direction of the positron are related directly to the energy of the neutrino
according to Equations 254 and [Z57] respectively. After generating the positron’s vertex

information, the magnitude and direction of the neutron momentum is set by conservation
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of momentum.

Once the final state particles’ vertex information are finalized, the propagation and
production of photons and secondary particles are simulated by GEANT4. GEANT4 provides
detailed and verified methods for the simulation of physics processes as the particles are
transported through the detector. Each particle is moved through the detector in steps,
the length of which are randomly sampled using the mean free path for the next physics
interaction. GEANT4 provides base classes for both electromagnetic physics and hadronic
physics interactions and also handles the decay of unstable particles.

The Cherenkov production of light is handled by generating a Poisson distributed num-
ber of photons according to the Cherenkov formula given in[£.2l The photons are distributed
evenly along the track segment and uniformly in azimuth with respect to the charged par-
ticle’s direction. The wavelengths of the photons are generated between 200 to 800 nm.

The photons are propagated through the detector, where they can be absorbed or scat-
tered in each of the detector components. The absorption and scattering length of the
internal water, acrylic vessel, and external vessel are calibrated using in-situ calibration
sources, described in Appendix[Dl Once the photons reach the PMTs, a ‘grey-disk’ model is
used to simulate the reflectivity of the concentrators and PMT glass. The grey disk model
is a substitute for the full 3D PMT simulation, which speeds up the time of the simulation
due to the complicated geometry of the full 3D PMTs. The PMT and concentrator are
replaced by a disc at the top of the concentrator position, and the disc surface properties
are calibrated as a function of wavelength according to optical calibration data. For photons
that are absorbed at the grey disk (rather than reflected) an effective efficiency for creating
a photoelectron (PE) is simulated. This efficiency comes from ex-situ measurements of the
PMT properties, but is calibrated using in-situ N source deployment.

A generated PE enters the trigger and DAQ simulation. The first step is the front-end
simulation, where the PE is converted to a PMT pulse. The pulses for each channel are

compared against a discriminator threshold, which is drawn from the channel hardware
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status (CHS) RATDB table, containing information about the state of the hardware for
every run. About 25% of the pulses fall below the discriminator threshold, which adds
an additional efficiency loss that is separate from the efficiency included at the grey disk.
PMT pulses that pass the discriminator thresholds enter the trigger simulation, where
corresponding N20, N100, and ESUM trigger signals are generated. The trigger simulation
includes many realistic components, such as electronics noise and finite rise-times. The
trigger signals are summed detector wide, and each trigger sum is compared against the
corresponding threshold set at the MTC/A+. The trigger simulation includes important
features such as the length of the trigger window, set by lockout, and keeps track of the
global trigger ID. For events that cause a trigger signal that crosses threshold, a global
trigger is generated and the event is built into the simulated dataset.

For each triggered event, the simulated PMT information contains hit-times and charges,
analogous to the values output by the ECA and PCA processes that are applied to the data.
PMT dark current is simulated based on a run-by-run measurement of the hit-counts on
each individual PMT. The calibrated PMT information is passed into the reconstruction
algorithms, described in Section The final output of the simulation is a ROOT file
containing the event, PMT, and reconstruction information, that is identical in most ways
to the data. The simulated files additionally contain the ‘truth’ information about the
event, which is often useful for validating aspects of the reconstruction. The tracks of the
particles and photons through the detector can be stored, but are often discarded to save
space. A second output, called the ‘ntuple’ file, is a flat ROOT tree, that strips away the

PMT hit information in order to save space and speed up the analysis time.

5.2 Event Reconstruction

Event reconstruction is applied to data and simulated events identically. The recon-
struction uses the pattern and time of the hit PMTs to generate the most probable time,

position, direction and energy of the event. This reconstruction process assumes that the
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event is from Cherenkov light caused by an electron. Channels that are identified as of-
fline or poorly calibrated are not used in the reconstruction algorithm for either data or
simulation.

The time and position of the event are determined by minimizing the time residuals
against a PDF. The residuals are generated by varying the vertex position, and, for each

PMT hit, calculating:

tres = tPMT — ttransit — to (52)

where tpysr is the calibrated hit-time of the PMT, t4-qnsi¢ is the photon travel time given
a hypothetical event position, and tg is the time of the event. The position and time of
the vertex are reconstructed by minimizing the total ¢,.s distribution for all PMT hits
against a PDF that is generated offline using simulated events. An example time residuals
distribution is shown for the '®N calibration data deployed at the center of the detector in
Figure

With the reconstructed event position r, the event direction, d, is reconstructed by

calculating, for each hit PMT:
cos(0;) =d - (r; —r), (5.3)

where r; is the location of the ¢th hit PMT. Summing over the hits, the 6 distribution
is minimized against a PDF, shown in Figure £.3] to generate a reconstructed direction.
An effect of these methods is a bias in the fitted position along the direction the particle
was traveling, because the vertex can be moved along this axis without degrading the fit.
This ‘drive’ is corrected for, based on Monte Carlo estimates of the effect, as a function of
position and direction.

The energy of the event is determined after the time, position and direction have been
reconstructed, using a method called energy response (energyRSP). The time residuals
are generated using the reconstructed position and time, and only PMT hits occurring

within a prompt 18 ns window are selected to be used in the energy estimation. The
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Figure 5.2: The PMT hit time residuals for central '®N calibration source data, calculated

using the known calibration source position.

energyRSP method works by accounting for a total detection efficiency which includes the
PMT quantum and collection efficiencies, the angular response of the grey disk model, the
solid angle acceptance, the PMT dark noise rate, the Cherenkov angular dependence, and
the transmission, attenuation, and Raleigh scattering probabilities. This total efficiency is
determined primarily through the use of look-up tables generated by offline simulations.
The number of Cherenkov photons as a function of electron energy, as shown in Figure
(.4 is scaled by the total detection efficiency to be converted to a total number of prompt
PMT hits. The energy is adjusted until the scaled number of Cherenkov hits matches the
detected number of prompt hits.

The reconstruction time, position, direction, and energy of the event are used to calculate
several quantities. These are listed below and are often used to classify the goodness-of-fit,

to reject poor reconstructions, and to remove background events.
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Figure 5.3: The PDF used in RAT when evaluating the likelihood of a hypothesized direction.
The peak at 41° corresponds to the Cherenkov angle in water.

In-time ratio (ITR): The total number of PMT hits with time residuals between -2.5
and 5.0 ns divided by the total number of PMTs hits. ITR provides discrimination between
events from Cherenkov light, which produces hits in a very prompt window, and other types
of events (such as those from instrumental noise).

B14: An isotropy parameter defined as:

Pra =P+ 484 (5.4)

where

Be =33 Pulcos(b;)) (5.5)
i g
is the kth Legendre polynomial evaluated as the cosines of the angles between all pairs

of hit PMTs ¢ and j. The combination selected for f14 was chosen during SNO for its

discrimination power and Gaussian-like distribution (98). (14 is used to separate more
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Figure 5.4: The total number of produced Cherenkov photons for electrons with energies from

0.7 to 9 MeV.

isotropic events, such as those originating from ~-rays, from less isotropic events, such as
those from electrons.

u-r: The dot product of the reconstructed direction and position vectors. u-r pro-
vides discrimination against external events, which are typically at high radius and inward
pointing.

Position Error (or): The estimated error on the fitted position, as returned by the
fitting method. Larger values indicate more poorly estimated positions.

Position figure of merit (Rroas): The value of the maximum log likelihood of the
position fit, divided by the total number of hits. Smaller values indicate that the maximum
log likelihood was relatively small and that the fit might be poorly estimated.

Energy U-test: The energy U-test calculates a test statistic by ordering the hit prob-
abilities returned by energyRSP for each PMT in descending order. Then each PMT is
ranked according to the index in this list. For N PMTs hit in the event, the U-test is
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calculated as: N N(N+1)
i Ri-—o

N(Nget — N)
where R; is the rank of the PMT and N, is the total number of inward-looking online

U

(5.6)

channels. Small values of U indicate a possible poor energy estimation.

Energy G-test: The energy G-test sums over the hit PMTs to calculate:
1 1

where F; is the expected number of hits on channel ¢, as calculated by the energyRSP
method. Large values of GG indicate a possible poor energy estimation.

Energy Z-factor: The energy Z-factor uses the medians and the median absolute
deviations of the hit-probabilities returned by the energy RSP method:

3(0'medp + Umodn)
med,, — med,

Z=1-

(5.8)

where med,, is the median of the probabilities for the hit channels, med, is the median of
the probabilities for unhit, active channels and Omed, and opmeq, are the associated median

absolute deviations.
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Chapter 6

A Reactor Antineutrino Search
with SNO-+

The detection of neutrons is notoriously difficult in a pure water detector. Indeed, in his
technical report on loading water with gadolinium, M. Vagins writes: “Water Cherenkov
detectors have been used for many years as inexpensive, effective detectors for neutrino
interactions and nucleon decay searches. While many important measurements have been
made with these detectors a major drawback has been their inability to detect the absorp-
tion of thermal neutrons” (99). Using the SNO+ detector, I present a search for reactor
antineutrinos, which have yet to be observed in a pure water Cherenkov detector, largely due
to the difficulty of neutron detection. The neutrons liberated by antineutrino interactions
thermalize in the detector and capture on a free proton, producing a 2.2 MeV de-excitation
~-ray. The low energy nature of the de-excitation ~ makes it difficult to detect in water
Cherenkov detectors, where the trigger thresholds have traditionally been set around 5 MeV.
However, due to advanced, purposefully designed triggering and front-end electronics, as
well as excellent detector cleanliness, SNO+ hopes to be the first water Cherenkov detector

to observe reactor antineutrino interactions.
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This chapter begins in Section with a brief discussion of antineutrino sources other
than nuclear reactors. Section [6.2]1ays out a calculation of the expected reactor antineutrino
interaction rate in the SNO+ detector. Section[6.3]describes the detection process for reactor
antineutrinos in water Cherenkov detectors generally, and SNO+ specifically. Then, Section
details the dataset used, the corresponding livetime, and the event selection process. A
likelihood-based analysis method for rejecting backgrounds is detailed in Section The
neutron detection efficiency from the AmBe calibration source is discussed in Section
The calculated event rate after cuts, including the analysis efficiency and the calibration
corrections, is given in Section The various backgrounds are discussed in Section

and Section Lastly, Section [6.11] summarizes the results.

6.1 Sources of Antineutrinos

In addition to nuclear reactors, which will be discussed in much more detail in this chap-
ter, there are several other sources of 7.s. Antineutrinos can be created in the atmosphere
at high energies (primarily above 100 MeV), as discussed in Section When these neu-
trinos interact with the nuclei in the detector, they can produce secondary particles, some
of which turn out to be backgrounds for the reactor antineutrino search (see Section [6.8.3)).
The diffuse supernova neutrino background (DSNB) is a weak glow of MeV scale neutrinos
that were created in distant core-collapse supernova (100). These neutrinos and antineutri-
nos will appear isotropic and constant in time, but have never been detected due to their
extremely low density. The Super-Kamiokande detector is currently filling with gadolinium
loaded water (called SuperK-Gd) to perform the first ever detection of the DSNB (101).
Antineutrinos from the uranium and thorium chain reactions within the Earth are a back-
ground for the KamLAND reactor antineutrino measurement, as discussed in Section [3.4]
but these geoneutrinos are too low in energy and expected flux to be detected in the SNO+
water dataset. By far the largest source of MeV scale antineutrinos originate in nearby

nuclear reactors.
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6.2 Event Rate

The rate of reactor antineutrino (7.) inverse beta decay (IBD) interactions in the SNO+
detector is determined by three things: the rate of antineutrino production in various nuclear
reactors, the oscillation of the antineutrinos on the path to the detector, and the cross-
section of the reaction.

Nuclear reactors produce energy through the nuclear fission of four primary isotopes:
23517, 239py, 238U, and 2Y'Pu. The neutron-rich daughters 8 decay, producing 7.s isotrop-
ically. An average of ~6 7.s are produced per fission, leading to about ~ 2 x 10?0 s
being emitted per second (102) for a 1 GW reactor (thermal power). The antineutrinos
are all created in a pure flavor state, but oscillate on their path to the detector. The IBD
reaction, shown in Figure 2.4] is sensitive only to the electron flavor, so oscillations between
the reactor core and the detector decrease the flux.

The rate of emission of the 7.s can be calculated using:

d*N(E,t) Wy t)) " i) SHE)G(E ) + Sengp(B, 1) (6.1)

(
dedt >, filt)e;

where the sums are over the four primary fissile isotopes. Wy, (¢) is the thermal power of the
reactor, which can change throughout the year. f; gives the fraction of fissions due to the ith
isotope. The average thermal energy released per fission is given by e; and is approximately
200 MeV on average for all four isotopes (103). The 7, yields per fission are given by S;(E)
and are taken from (104) for 25U, 24Py, 229Pu and from (105) for 238U. S;(E) is shown in
Figure [5.1] for all four isotopes. The factor ¢['*(E,t) accounts for sub-dominant corrections
to the energy spectrum due to non-equilibrium effects of long-lived fission fragments. This
factor is estimated by Daya Bay as impacting the total flux by 0.6 £+ 0.2% (106), and is
neglected in the event rate calculation. S, ¢(E,t) accounts for contributions from spent
nuclear fuel rods that were removed and stored nearby, which is estimated by Daya Bay as

0.3 £ 0.3% of the flux (106), and is neglected in the event rate calculation.
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The most imporantant reactors for the study are the reactors closest to SNO+, which are
all located in Ontario. The Bruce, Darlington, and Pickering Nuclear Generating Stations
are all Canada Deuterium Uranium (CANDU) reactors, a type of pressurized heavy water
nuclear reactor. The total power of the reactor complexes is 6.4 MW, 3.5 MW, and 3.1 MW
respectively. The Bruce Nuclear Generation Station is the largest fully operational nuclear
generating station by total reactor count, the number of currently operating reactors, and
the nominal capacity power (note the Kashiwazaki-Kariwa power station in Japan has
suspended operation since 2011 and the Kori power station in South Korea is not fully
operational as of the writing of this thesis). These three complexes contribute approximately
60% of the total flux. The remainder of the flux comes from various reactors across the
globe, the largest contribution of which is from three US reactors: R.E. Ginna Nuclear
Power Plant, Nine Mile Point Nuclear Generating Station, and Davis-Besse Nuclear Power
Station. A map showing the distances between SNO+ and the CANDU and US reactors is
shown in Figure [6.Il A list of all reactor complexes is given in Appendix [E] in Table [E.1l
all of which are included in the flux estimation.

The operating power of the reactors directly impacts the total 7, flux. The initial flux
calculations are performed using the quoted maximum operating power from each reactor
complex and assuming that all reactors are operating at full-capacity year round. To account
for offline periods and reactors operating below full capacity, a correction is calculated using
the thermal power data published yearly by the International Atomic Energy Agency (107),
and made easily available by researchers at the Laboratory for Nuclear Technologies Applied
to the Environment at INFN (108), (109). For the Canadian reactors, the hourly electrical
data is taken from (110), which provides more accurate and frequent information on the
reactor operating conditions. Overall, a factor of 0.844 is identified as an appropriate scaling
using this information.

In addition to the changing thermal powers, the relative abundance of the fissile isotopes

fluctuates with time, changing the number and energy of the flux of 7.s. This is a relatively
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Figure 6.1: Map showing the SNO+ detector location and the location of six nearby reactor
complexes in Canada and the US. The sizes of the nuclear stations are roughly scaled to the
power of the complex.

small effect, and due to the constant online-refueling of the CANDU reactors, the flux and
spectrum from those complexes should change very little with time. The relative fission
fractions are taken as constant values: 56.8%, 7.8%, 29.7% and 5.7% for 235U, 238U, 239Py,
and 2 Pu respectively (B) for the pressurized/boiling water reactors. For the pressurized
heavy water reactors (Canadian) the constant fraction values are: 52%, 5%, 42%, 1% for
23577, 2381, 239Py, and 2*'Pu respectively )

Incorporating these factors, and using a specific run-time and energy spectrum (Fig-
ure (1), Equation can be used to generate the number of emitted antineutrinos per

reactor complex. A point-like approximation is made for the distance, L, from the source
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to the detector, which effectively scales the flux reaching the detector by 1/L?. Following
this, neutrino oscillations are applied using the full three-flavor survival probability given in
Equation B.8 Oscillation parameters from the 2018 PDG global fit are used (112). Uncer-
tainties in oscillation parameters propogate about a +4% uncerainty in the expected IBD
rate. Figure shows this survival probability as a function of neutrino energy for a dis-
tance of L = 240 km, which is approximately the distance of the Bruce Nuclear Generating

Station to the SNO+ detector.
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Figure 6.2: The survival probability, P..(E) given by Equation B8] for 7.s with a distance of
L =240 km.

The convolution of the neutrino energy spectrum of arriving antineutrinos and the energy
spectrum of the cross-section, given in Equation 2.51], yields the energy spectrum of detected

antineutrinos. This process is shown schematically in Figure[6.3] Of note is the IBD energy
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threshold, given in the laboratory frame (proton rest frame) as:

(M,, +m.)? — M?

Ethr — P — 1.806 MeV 6.2
12 2(Mn +me) € ) ( )

where M,, is the neutron mass, m. is the positron mass, and M, is the proton mass.
Integrating the spectrum of detected antineutrinos over time and energy yields the total
number of interactions per target.

To calculate the number of free protons, the number density of hydrogen is calculated

using:
_ pwrNa

(6.3)
my

nH

where p is the density of water, wy is the mass fraction of hydrogen in water, N, is
Avogadro’s number, and my is the molar mass of hydrogen. Using the average cavity
temperature of 15°C, Equation yields a number density of 0.668 x 102 m~3. Taking
the difference in temperature between the top and the bottom of the cavity, which is about
3°C, as a systematic on the total number of hydrogen atoms yields an expected +0.045%
uncertainty (113). Multiplying by the volume of the acrylic vessel gives 5.04 x 1033 total
free protons. Accounting for this, the total number of interactions per year in the AV as a
function of neutrino energy is shown in Figure[6.4l This figure also illustrates that the effect
of oscillations is about a 55% reduction in the 7, flux and that about 60% of all detected
antineutrinos originate in the CANDU reactors.

Integrating the over entire energy spectrum yields an expected 137.7 (391.5) events/year
interacting within the AV (PSUP), before correcting for the realistic reactor powers. In this
calculation, a correction is applied for the arbitrary flux scaling, 27610, used in the genera-
tion of the events. Lastly, it is necessary to account for the fact that absolute measurements
of 7, fluxes from reactors, performed by Daya Bay and several others, indicates a deficit in
the number of detected antineutrinos relative to the model prediction. A scaling of 95.2%

is used to account for this, which is taken from (114). Applying this factor and the reactor

88



6.2 Event Rate

---- Emitted /
----- Cross-section /

— Detected

Arb. Units

2 3 4 5 6 7 8 9
E, (MeV)

Figure 6.3: The energy spectrum of emitted antineutrinos, from Equation 5.1l is shown in
black. The cross-section, given in Equation 251l and shown in Figure 2.5l is shown in red. The
convolution of those curves produces the energy spectrum of detected antineutrinos shown in

blue. The distributions are shown with arbitrary units and prior to oscillations being applied.

This figure is reproduced from (3).

power scaling, the total number of expected interactions per year is 110.4 (313.9) within

the AV (PSUP).
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Figure 6.4: The total number of interactions per year in the AV as a function of neutrino
energy. The black distributions are prior to (solid) and after (dashed) applying oscillations.
The red curves show the same, but only for the CANDU reactor complexes.

6.3 Detecting Reactor Antineutrinos in SNO+

The SNO+ search for reactor antineutrinos presented in this thesis will look for IBD
reactions on the water target; however, SNO+ will peform a more sensitive search once
filled with liquid scintillator, which will drastically improve the neutron detection efficiency
and energy resolution. This search using water is intended to demonstrate the feasibility for
detecting reactor antineutrinos using a pure water detector. Importantly, SNO+ has col-
lected data with the lowest trigger threshold ever achieved in a large-scale water Cherenkov
detector. This low threshold implies that the work presented here is the lowest energy anal-

ysis ever performed for a water Cherenkov detector. Because of the importance of neutron
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detection for reactor antineutrino and DSNB searches, an experiment capable of performing
these measurements without any doping of the water is of technological interest. Notably,
no special trigger is implemented for the data-taking; the standard trigger runs at a low
enough threshold to maintain good trigger efficiency for the 2.2 MeV ~s.

Figure shows the IBD interaction schematically. The outgoing positron creates
prompt Cherenkov light before annihilating and producing two 511 keV ~-rays, which can
Compton scatter and produce more Cherenkov light. The liberated neutron will thermalize
in the detector through collisions with free protons. On average it takes about 10 us,
approximately 20 collisions, to lower the energy of the neutron from several MeV to room
temperature, around 0.025 eV. Once thermalized, the neutron will continue to scatter until
it is eventually captured on hydrogen. The neutron capture time-constant is around 200 us
in water (115), (38). After capturing, a 2.2 MeV + is emitted, which Compton scatters and
produces Cherenkov light. The signal from the positron is referred to as the ‘prompt’ event
and the signal from the neutron capture is referred to as the ‘delayed’ event. Importantly,
it is through enforcing the detection of this coincidence pair that drives down backgrounds
and enables this search.

As previously discussed, the difficulty in detecting IBD interactions in a pure water
Cherenkov detector is in the low energy nature of the signal. Water Cherenkov detectors,
such as SNO and Super-Kamiokande, often run with trigger thresholds well above 3 to 4
MeV, and low energy radioactive backgrounds in the water make it difficult to reduce the
trigger threshold. The Super-Kamiokande detector demonstrated a technique for detecting
neutrons with an efficiency of less than 20% using a dedicated trigger (116). Due to the
various electronics upgrades described in Section and the cleanliness of the detector,
SNO+ has been running with a trigger threshold of around 7 PMT hits (see Section [£.7)).
With this threshold the detector triggers on approximately 50% of the 2.2 MeV s that

interact in the detector, with a small dependence on the position of interaction.
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Figure 6.5: Schematic representation of the IBD interaction in the SNO+ detector. The
outgoing positron creates Cherenkov light before annihilating into two 511 keV «s. The neutron
thermalizes and captures on hydrogen with a time-constant of about 200 ws. The neutron

capture results in the emission of a 2.2 MeV de-excitation 7.

Because neutron detection is particularly difficult in water Cherenkov detectors, typ-
ically a small amounts of material with both a large neutron capture cross-section and
high energy de-excitation v-rays is loaded into the water. For example, the SNO detector
mixed NaCl into the heavy water for its ‘salt’ phase. 3°Cl has a large neutron cross-section
(100 times that of hydrogen) and releases a high energy (8.6 MeV) ~ cascade after neu-
tron captures (117). The Super-Kamiokande detector is currently loading with Gd(SOy4)s,
which provides a large capture cross-section and high energy 7 cascades from Gd (118,[119).
The EGADS prototype detector in Kamioka mine demonstrated that the Gd-loading tech-
nique performs well at large scales (120). With significantly improved neutron detection,
Super-Kamiokande with Gd hopes to perform the first detection of the DSNB. Due to the
success of this program, future detectors such as WATCHMAN and ANNIE also hope to
use Gd-loaded water to boost their neutron detection efficiency (121), (122).
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6.4 Data Selection

The selection of quality data proceeds across several stages. Chunks of data are split
into runs (most commonly one hour long), which are rejected or approved according to a
set of data-quality criterion, called ‘run selection’, described in Section In the runs,
individual events are rejected or approved by examining the low-level PMT information as
well as the reconstructed quantities. The PMT hits are selected for use in the reconstruction
according to the their calibration status and whether they pass the hit-cleaning process
described in Appendix [Cl

6.4.1 Dataset and Livetime

The dataset used for this analysis was taken between October 24th, 2018 and July 10th,
2019. The runs used are numbered between 200000 and 207718. Runs are selected to be
used in this analysis based on a set of criterion described in Section[6.4.2] The total length of
the dataset selected is 198 days. Data taking is performed in ‘physics’ mode, with detector
settings appropriate for performing physics analyses; however, significant amounts of time
are also spent calibrating the detector and performing maintenance of the various detector
components and electronics.

The dataset selected is particularly low background because of the successful installation
of the sealed nitrogen cover-gas system in September of 2018. This led to a reduction of
radioactivity levels in the detector and makes the selected runs a particularly important
fraction of the full SNO+ water dataset. Data taken earlier, such as that used for the
nucleon decay (39) and solar neutrino (19) papers, is not considered in this thesis, but will
be eventually incorporated into the analysis. Notably, in the dataset used for this thesis,
there is a very small amount of the liquid scintillator linear alkyl benzene (LAB) in the

neck of the detector. Various checks were performed to ensure this does not affect the data.
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Note that the LAB did not contain any fluors, and the emission spectrum of the LAB is
not expected to transmit through the acrylic vessel.

The livetime of the dataset includes corrections to the total data taking time, which
remove dead-time introduced through various data-cleaning cuts, such as the muon follower
cut. The dead-time is added up, accounting for overlaps between the various cuts, and

yields a total livetime of 190.3 days.

6.4.2 Run Selection

Run selection is a set of checks performed to ensure the quality of the data taken during
the run. Often short bursts of triggers due to trigger baseline shifts or PMT breakdowns
will cause data loss during a run. Rather than attempt to maintain small fractions of runs
in which an issue occurred, the entire run is removed from the dataset to simplify the data-
selection processes. Other common reasons a run might be rejected is due to activity in the
deck clean room, the run length is less than 30 minutes, one of the crate’s high voltage is
turned off, or the trigger signals are disabled for an entire crate. A full list of all of the run
selection criterion is given in (123). For the data taken between October 24th, 2018 and
July 10th, 2019, with run numbers between 200000 and 207718, approximately 85% of the

data taken in physics running mode is selected to be used in this analysis.

6.4.3 Event Selection

The event selection process identifies triggered events that pass a set of of ‘low-level’ and
‘high-level’ criterion. The low-level cuts remove events based on the PMT information, such
as the time, charge, and location of the PMTs that fired. These cuts are primarily designed
to remove events caused by instrumental noise. The high-level cuts use the reconstructed
quantities to determine if the events are signal-like, based on distributions extracted from

the simulation.
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6.4.3.1 Low-level Cuts

The low-level cuts consist primarily of a set of algorithms called data-cleaning, which
identify events caused by instrumental effects. Common instrumentals that must be re-
moved are called ‘flashers’, which are caused by small sparks in the base of the PMT,
emitting light in the detector. Similarly, ‘shark-fins’, named for their shape on the ESUMH
trigger signal, are caused by sparks at the PMT but do not lead to light emission in the de-
tector. Flashers and shark-fins can occur at significant rates and must be removed from the
dataset. These events are primarily tagged using the high charge PMT hit, corresponding
to the location of the spark, and the surrounding cross-talk hits. However, several orthogo-
nal methods are used to ensure 100% rejection of these events. One such method uses the
CAEN waveforms to identify events with a particularly large ESUM trace (high charge) and
small nhit trace (few PMT hits), which is typical for a flasher. Additionally, other types of
electronics effects, such as dry-end breakdowns, are removed using the location of the PMT
hits in crate-space. The data-cleaning bit mask used for this analysis is 0xFB0000017FFE,
and each of the cuts in the mask are described in Appendix [Al

Importantly, several of the data-cleaning cuts are considered ‘livetime’ cuts in the sense
that they cut all events in a window of time, based on a tagged initial event or event pair.
For example, notable livetime cuts include the muon follower cut, the atmospheric cut, and
the retrigger cut. The muon follower cut removes all events 20 seconds after a tagged muon,
which ensures that any decays of relatively short-lived cosmogenically activated isotopes are
removed from the dataset. Similarly, the atmospheric cut tags charged-current atmospheric
neutrino interactions, using the Michel electron follower to tag the event. A 20 second
window is removed after these events. The retrigger cut is particularly important for this
analysis, because it removes any event within 3 us of another event. Often flashers and
other instrumentals occur in short bursts and can be removed using the retrigger cut. This

cut has a clear impact on the analysis, as the At between the prompt positron and delayed
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neutron can fall within this 3 us window. Because data-cleaning is only applied to data and
not simulation, a At > 3 us must be included in the analysis.

The other low-level cut is applied during the data processing. Because of the high rates
of low nhit events and the significant processing time required to perform reconstruction,
it was not feasible to run the reconstruction algorithms on every event. Based on initial
benchmarking, a threshold of 15 nhits was selected. Additionally, all events within a one
ms coincidence window after an event with nhit 15 or higher are reconstructed. This
ensures that the neutron capture events, which often fall below the 15 nhit threshold, are
reconstructed. This process effectively enforces a 15 nhit threshold on the prompt positron
event. This coincidence processor is not used on the simulation events, so a 15 nhit threshold
on the prompt event must be applied in the analysis. In all cases, the definition of nhits
includes only channels that are calibrated and with hit-cleaning applied. Lastly, the events
are required to have greater than or equal to 6 hits in order to reconstruct, which only

affects the delayed event.

6.4.3.2 High-level Cuts

The high-level cuts consist of selections made on reconstructed quantities, all of which
are described in Section For both the prompt and delayed event, a valid fit is required,
which indicates that the position, direction, and energy of the event have been successfully
identified by the reconstruction algorithms. Then, cuts on these reconstructed values are
chosen to have small signal sacrifice. The background rejection is discussed in more detail in
Section[6.8] and this section will present the cut values along with their primary justification.

An energy region of interest (ROI) for the prompt event is selected between 2.5 MeV and
9 MeV. From Figure it is clear this will have a small signal sacrifice. The lower energy
cut is largely degenerate with the 15 nhit cut enforced in the processing, and provides a
rejection of low energy radioactive backgrounds with minimal signal sacrifice. The high

energy cut is selected to reduce possible high energy backgrounds, primarily coming from
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atmospheric neutrino interactions that can produce de-excitation s or Michel electrons. A
high energy cut at 4 MeV is applied to the delayed event. The delayed event has no lower
energy cut in order to maintain a high signal efficiency. Note that a bug in the energyRSP
algorithm, discussed in Section [(.2] was identified post data-processing, and a correction
factor is applied in the analysis using a method in RAT-6.18.1 called ReconCorrector.
The position of the event, after correcting for the AV offset of 108 mm (converting
to a coordinate system where (0,0,0) is the center of the AV), is restricted to a fiducial
volume (FV) of 5700 mm. The FV reduces the background from external v-rays and the
(o, n) background along the AV. The 14 variable, a measure of the isotropy of the PMT
hits, is used to discriminate between the positron signal and v-ray backgrounds, as the
latter will often Compton scatter several times and produce PMT hit distributions that
are fairly isotropic. (14 provides a strong handle on rejecting v backgrounds, particularly
for the prompt event. The cut values are chosen to maintain a high signal efficiency, and
the shape of the (14 distribution is used to further reject backgrounds, as described in
Section The ITR, or, Rrom, energy G-test, energy U-test, and the energy Z-factor
are used to reject events with bad fits. These figures of merit are somewhat correlated
but each provides additional background rejection power (124). The strongest handle on
identifying the reactor IBD signal against the random, accidental backgrounds, discussed
more in Section B.81] is the temporal and spatial coincidence between the prompt and
delayed events. The At calculation uses only the trigger time, from the 50 MHz clock,
because any effect from using the fitted times is negligibly small. The Ar distribution is

calculated using the prompt and delayed reconstructed positions:

Ar = \f(p — 2a)? + (p — va)? + (2 — 70)?. (6.4)

Cuts on both the At and Ar are selected to maintain signal efficiency while removing
accidental backgrounds. Similarly to 14, the shape of the At and Ar distributions are used

to further reject backgrounds.
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6.4.3.3 Follower Cuts

As discussed, several of the data-cleaning cuts, described in Appendix [Al remove all
events in chunks of time after an important event. However, none of these livetime cuts are
general enough to tag various types of possible charge-current atmospheric neutrino events,
which often produce multiple hadrons in the final state. In situations where there are
multiple neutrons in the final state, a neutron-neutron coincidence can produce a distinct
background. To reduce this background, a cut that removes 0.1 seconds after any event
with nhit > 300 is introduced. Additionally, for neutral current events, with no prompt
lepton to act as a tag, the total number of neutrons in a window around the prompt event
can be used as a handle. To reject these events, a neutron multiplicity count after each
prompt candidate is constructed by counting the number of events that pass the delayed
event cuts in a one ms window. Any event with a multiplicity of more than one is rejected.
Both this cut and the high-nhit follower cut are described in more detail in the context of

the atmospheric neutrino background in Section [6.8.3]

6.4.4 Summary of Cuts

A summary of the cuts described in Section is given in Table These cuts are
performed prior to a likelihood ratio cut described in Section

6.5 Likelihood Method for Rejecting Backgrounds

The set of analysis cuts, given in Table [6.1] does well to trim the dataset, removing
the majority of the random or ‘accidental’ coincidences. However, even after these cuts,
the accidental coincidences dominate the remaining dataset. A method that generates a
likelihood ratio used to reject these accidental coincidences is presented in this section. The

random, accidental coincidences are described further in Section [6.8.1]
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Table 6.1: Various cut variables and values for the prompt and delayed events. The efficiency
of each cut on the reactor IBD events is detailed in Table

Variable Cut Value Prompt Cut Value Delayed

Data-cleaning 0xFBO000017FFE  0xFBOOO0017FFE
NHits Clean > 15
Fit Valid True True
Energy > 2.5 MeV < 4.0 MeV
< 9.0 MeV

Position < 5700 mm < 5700 mm
ITR > 0.5 > 04
B1a > -0.6 >-0.6

<16 <16
OR < 600 mm < 900 mm
Rrowm > 9.9 > 9.9
Energy G-Test > 0.0 > 0.0

< 1.45 < 1.45
Energy U-Test > 0.5 > 0.5
Energy Z-Factor < 1.0 < 1.0
At > 3 us

< 500 ps

Ar < 3000 mm
Multiplicity =1

6.5.1 PDF Generation

As discussed in Section [6.4.3.2] there are several important reconstructed quantities
that can be used to distinguish the reactor IBD signal from the accidental backgrounds.
Many of these variables are already used in cuts, detailed in Table [6.1I] but the shape of

the distribution is also an important handle for background rejection. Various probability
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6.5 Likelihood Method for Rejecting Backgrounds

distribution functions (PDFs) are given in Figures to The PDFs provide, for a
given bin, the likelihood that the variable would equal that sample. The PDFs have been
selected to span the ranges inside of the cut values from Table [6.1], for example the prompt
energy PDF spans 2.5 to 9 MeV. Both the signal and background the PDFs consist of
100000 events.

The signal PDFs are generated using reactor IBD Monte Carlo generated inside of the
PSUP volume (sphere with radius of 8500 mm). All events selected for the PDFs pass the
quality cuts in Table The prompt events correspond to the signal from the positron
and the delayed events correspond to the signal from the neutron capture.

The accidental background PDFs are generated using data according to the following

process:

1. Prompt candidates are selected by identifying events that pass only the prompt cuts
listed in Table

2. Delayed candidates are selected by identifying events that pass only the delayed cuts
listed in Table [6.1] except the At cut. The Ar cut is applied by choosing a position
for the prompt event based on a distribution of prompt event positions (also taken

from data).

3. Prompt and delayed event candidates are paired at random and a At is assigned by
drawing from a flat distribution with values between 0 and 1000 ps. This ensures that
random prompt and delayed candidates are paired together, and eliminates possible

correlations between true event pairs in the data.

4. Delayed events above and below 15 nhit are treated distinctly to ensure that the
delayed event PDFs sample the appropriate distributions, which are biased towards

higher energy events by the method in which the data is processed.

100
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This method for generating PDF's for the random, accidental backgrounds ensures that true
coincidences in the data are not included in PDFs. This random re-ording of the events
also allows the creation higher statistics PDF's, because no At condition is necessary.

The prompt energy PDFs, shown on the left in Figure [6.6] show that the accidental
backgrounds are primarily low energy and are almost completely gone by 4 MeV. The signal
PDF displays the expected positron energy distribution. The delayed energy distributions,
the right plot in Figure [6.6] shows relatively less separation between the low energy signal
and the background. The prompt and delayed 14 PDFs are shown in Figure [6.7] which
provides particularly good discrimination for the prompt event. This is expected as [y4 is
used to characterize the isotropty of the event, which distinguishes the positron signal from
the ~ backgrounds.

Two dimensional PDFs that show the position, cubed and normalized by the AV radius
as (R/Rav )3, plotted against u - r are given for data and simulation for the prompt event
in [6.8 and for the delayed event in It is clear that the accidental PDF's are dominated
by external events at high radius and that are inward pointing (u - r &~ —1). These events
are primarily ~-rays from the AV, ropes, external water, and the PMTs. The signal is flat
in u-r and (R/Rav)3, up to effects from the Ar requirement (i.e., prompt events at the
edge of the fiducial volume are less likely to pass the Ar cut because there is less fiducial
volume available for the delayed event). In the background PDFs, the externals dominate
more strongly as backgrounds to the prompt event, whereas the background PDF for the
delayed event is slightly flatter.

Lastly, the two dimensional At and Ar PDFs for data and MC are shown in Figure
Using the shape of these distributions is the strongest handle at rejecting accidental
background. The two dimensional PDF utilizes the small correlation between the time
difference and spatial separation of the positron and neutron.

The PDF's are generated using the first several hundred runs, corresponding to the first

couple days of livetime. These runs will still be used in the final analysis. Any time variation

101



6.5 Likelihood Method for Rejecting Backgrounds

e E 0B
=] g =] C
s E £ C
< 035 < 03
03 025
0.25— C
E 02
0.2 E
£ 0.15—
0.15 C
= 01
0.1~ C
005 0.05—

Eoviliiid Ll Eoowo =

K % 05 i 3

L
8 9 10 35 4
Energy (MeV) Energy (MeV)

Figure 6.6: The prompt event (left) and delayed event (right) energy spectrum for data (black)
and MC (red).
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Figure 6.7: The prompt event (left) and delayed event (right) 814 spectrum for data (black)
and MC (red).

to the shape of the PDF's is not included, but no significant time-variation is identified in

any of the observables.
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Figure 6.10: The data (left) and MC (right) At vs Ar.
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6.6 Calibration using the AmBe Source

6.5.2 Likelihood Ratio

Two likelihood are calculated using the PDFs for the prompt and delayed events. For
coincidences of events that pass the cuts in Table [6.1] the likelihood for each measured
observable is extracted by reading the probability from the correspoding bin in the PDF.
The likelihood that the event is a reactor IBD event, Lj,, is determined using the signal
PDFs from simulation. The likelihood the event is an accidental background, L., is
determined similarly using the PDFs generated from the data. The sum of the log of the

likelihoods is calculated, and the ratio of the summed log-likelihoods:

Ly,
AL =log <L : > = log(Ly,) — log(Lacc.) (6.5)

acc.

is used as the ultimate discriminant between signal and accidental backgrounds.

The AL distribution for the simulated reactor IBD signal is shown in Figure[6.11l Given
the definition of AL, signal-like events have values less than 0 and accidental-like events have
values greater than 0. The small fraction of events in Figure with values of AL greater
than 0 typically have large values of At and Ar, making them look more accidental-like.

6.6 Calibration using the AmBe Source

Prior to estimating the expected signal efficiency, the simulation must first be calibrated.
The AmBe source provides an ideal dataset to use as a calibration for this analysis. The
calibration run list, given in Appendix [F] includes a (y, z) scan of the detector at various
source positions out to 5.5 m from the center of the AV. The x position is kept fixed at zero
in the scan. Note that these runs are taken in January of 2018, prior to the runs used in
the data-set.

The AmBe source, introduced in Section [£.6.2] produces a 4.4 MeV =, from the de-
excitation of 2C, and a neutron. The neutrons primarily thermalize in the detector, cap-

ture on hydrogen, and produce a 2.2 MeV . These signals span the relevant energy ranges
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Figure 6.11: The AL distribution for the simulated reactor IBD signal.

for this analysis and, importantly, consist of a coincidence of a prompt event and a delayed
neutron capture. Unlike the 1N source, the AmBe source events are not tagged, so partic-
ular care must be taken in understanding the purity of the event selection. The coincidence
requirement is the most important factor in driving background leakage down. However, in
addition to the cuts applied in Table 6.1, events in both the AmBe data and simulation are

selected using:
1. The prompt event position must be within 1.8 m of the source
2. At < 100 us

3. Upper energy cut reduced to 6.0 MeV for the prompt event
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6.6 Calibration using the AmBe Source

The first two selections are designed to reduce accidental backgrounds and should not
be strongly correlated with the other observables (i.e., selecting events at small values of
At does not bias the selection). The upper energy cut is reduced to 6.0 MeV for the AmBe
analysis because of a distinct high energy tail present in the MC but not the data (likely
from poorly modeled '®N production). To characterize the purity of the selection, the At

distribution for the coincidences is fit out to 1 ms using:
f=Nxe T+ B, (6.6)

where N is normalization, 7 is the neutron capture time constant, and B is the flat back-
ground component. Figure shows the data with the corresponding fit for events that
pass all analysis cuts but with the At window extended to 1 ms. From the fit values shown
in Figure[6.12] the fraction of accidental events falling within the 3 to 100 us window is 2.3%.
Additionally, this same method is applied to the data after removing the data-cleaning cuts
for the delayed event. The fit after removing data-cleaning indicates an increase in the
total number of tagged coincidences by 1.7%, accounting for the increase in the accidental
background rate.

Figure [6.13] shows important distributions compared between data and MC for the cen-
tral AmBe run 109133. Notably the Ar distribution used in the likelihood calculation,
shows significant disagreement between data and MC. This is caused by the broader recon-
structed positions for both the prompt and delayed event in the data, as seen in Figure
Additionally, there is particularly poor agreement between data and MC in the ITR and
position FOM distributions for both the prompt and delayed events. These general features
are consistent across different source positions. The likelihood ratio, AL, is generated for
the AmBe data and MC using these distributions and shown in Figure The right panel
shows the comparison after arbitrarily broadening the reconstructed position distributions
in the MC for the prompt and delayed events by 220 mm and 310 mm respectively. This

yields better agreement for the reconstructed z, y, and z distributions for the prompt and
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Figure 6.12: At distribution between the prompt and delayed AmBe events. The data is fit,
excluding the first bin because of the retrigger data-cleaning cut, out to 1000 s using Equation
0.6l

delayed events (top three panels in Figure [6.14]) between data and MC, and thus better
agreement in the Ar distribution. The AL calculated after this arbitrary position broad-
ening agrees better with the data, indicating the primary driver of the difference between

data and MC in the AL distribution is the shape difference of the Ar distribution.

6.6.1 Calibrating the Neutron Detection Efficiency

The most critical difference between the data and MC is in the detection efficiency
of the 2.2 MeV ~-ray from the neutron capture on hydrogen. The detection efficiency

of this low energy interaction is largely affected by the trigger efficiency, which is not
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Figure 6.13: The left panels show the data (black) and MC (red) comparison for the prompt
event in an AmBe central run. The right panels show the data (black) and MC (red) comparison
for the delayed event in an AmBe central run. There are notable differences between the data
and MC in the Ar and ITR distributions.
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Figure 6.14: The left panels show the data (black) and MC (red) comparison for the prompt
event in an AmBe central run. The right panels show the data (black) and MC (red) comparison
for the delayed event in an AmBe central run. There are notable differences between the
data and MC in the x, y, and z position distributions, which lead to the difference in the Ar
distribution identified in Figure
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Figure 6.15: The AL distribution for the AmBe calibration data and simulation. The right
panel shows the distribution after arbitrarily broadening the reconstructed position distributions

for the prompt and delayed events by 220 mm and 310 mm respectively.

modeled perfectly in the simulation. Section .7 described the measurement of the trigger
efficiency, often comparing the nhit monitor to the model of the trigger in RAT. Notably, a
measurement of the trigger efficiency using TELLIE showed about a 15% lower efficiency
than that predicted by RAT. This is qualitatively confirmed by investigating a central AmBe
run, where the detection efficiency in MC is 15.2% and the detection efficiency in MC is
12.2%. Note that these overall efficiencies should not be mistaken for the efficiency of the
reactor antineutrino selection as there are additional criterion for the AmBe processing used
to purify the sample (e.g., At < 100 ps). The important quantity is the relative predicted
efficiency, which in this case is % = 80.2%. In other words, the MC is over-predicting
the measured neutron detection efficiency by about 20% for events near the center of the
detector. Table investigates the effect of the trigger efficiency on the relative efficiency
directly by scanning over a cut on the in-time hits, 72199. As the cut value on 71199 increases,
differences between the data and MC are reduced, until after about 7199 > 10, after which
the trigger in both the data and MC should be 100% efficient. This scan makes clear that

the trigger efficiency accounts for the vast majority of the difference between data and MC.
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Table 6.2: The relative efficiency (data/MC) for two runs for different 7199 cut values. The
AmBe calibration source in run 109133 is in the center and in 109153 it is located at (0, -4,
0) m.

fi100 Cut Value Rel. Eff (%), 109133 Rel. Eff (%), 109153

None 80.3 79.0
6 82.0 80.6
7 89.1 87.4
8 94.0 91.1
9 97.1 93.4
10 100 96.4
11 103 102

To account for the poor modeling of the trigger efficiency, a correction must be applied
to the simulated events when estimating the signal (and background) efficiencies. This
correction is investigated as a function of the reconstructed position of the prompt event.
Figure shows the neutron detection efficiencies for data (left) and MC (right) as a
function of the prompt event p = \/m and z positions. Both the data and MC predict
qualitatively similar effects, where the efficiency decreases at large and small values of z,
but increases with r towards the central-edge of the fiducial volume. As mentioned, the
data also shows consistently smaller efficiencies than predicted by the MC. However, there
are several corrections that must be applied prior to calculating the final relative efficiency
(data/MC) map. The most important correction, which handles a change to the trigger
system made between the AmBe runs and the analysis runs, is discussed in Section
A summary of the corrections and the final relative efficiency map are given in Section
6.6.1.2]
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Figure 6.16: The neutron detection efficiency for data (left) and MC (right) as a function of
the prompt event position. The z-axis (color scale) shows the efficiency and the MC is generally

predicts a higher efficiency than identified in the data.

6.6.1.1 Change to the SNO+ Trigger System

As noted before, the AmBe dataset (January 2018) was taken several months prior to
the beginning of the analysis dataset (October 2018). In June of 2018, between the AmBe
and analysis datasets, an upgrade to the N100 MTC/A+ was installed, which was designed
to immprove the rise-time of the trigger signal. This section focuses on the fact that the
trigger efficiency changed with the new MTC/A+. A dynamic model in RAT accounts
for this change; in a simulation of 2.2 MeV ~s distributed throughout the AV the trigger
efficiency predicted for run 109133 is 55.4% and the trigger efficiency predicted for run
200005 is 50.0%. This decreased efficiency is largely accounted for by the improved rise-
time, yielding fewer detected events at low nhit. The trigger efficiency curves from the RAT
model and the nhit monitor, with the corresponding in-time hits distributions, is shown in
Figure

Importantly, from Figure the relative difference in predicted efficiency between the
RAT model and the nhit monitor flips between run 109133 and 200005. That is, in run 109133
the trigger model predicts a higher efficiency than the nhit monitor, while in run 200005
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Figure 6.17: The trigger efficiency comparison between the nhit monitor and the RAT trigger
model for run 109133 (left) and run 200005 (right). The in-time hit (72100) distribution is shown
in the dashed line. The error bars are stat only.

the trigger model predicts a lower efficiency than the nhit monitor. This trend, identified
for these two runs, is consistent across a wide range of runs. Generally, RAT predicts a total
efficiency ~10% higher than the nhit monitor predicts during the AmBe runs and ~5%
lower than the nhit monitor predicts during the analysis runs. Thus, during the AmBe
runs it is expected that RAT over predicts the total efficiency. This over prediction has
already been observed in the relative efficiency calculated for the central AmBe run. Any
correction applied to the analysis runs must account for the fact that the relative trigger
behavior has changed. To do this, the relative efficiency in the AmBe data is scaled up by
15%. Because the nhit monitor is not a particularly reliable method for extracting the true

trigger efficiency, a 100% uncertainty is taken on this scaling.

6.6.1.2 Relative Efficiency Correction

The factors that are included as scaling to the relative efficiency are shown in Table
The trigger efficiency correction and uncertainty, detailed in Section [6.6.1.1] dominates

the correction factor. After applying these scale factors and after all cuts, including the
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likelihood ratio cut at < —12, the relative efficiency (data/MC) is shown in Figure [6.I8
Because the AmBe source does not extend to high radii, there are empty bins near the edge
of the fiducial volume. To simplify the application of the correction factors, the relative
efficiency is averaged in four regions of the detectors, shown in Table Applying this
region-by-region scaling to the simulated reactor IBD events leads to a decrease in the total
number of expected events of 92.1 + 21.3%. Note this correction factor is used for the signal
and all backgrounds except the («,n) events along the AV, which have a different radial
distribution. For those events, a scaling of 87.4 + 24.0% is calculated.

Table 6.3: The various corrections factors applied to the relative efficiency maps generated

using the AmBe source.

Scaling Value
Accidentals -2.32 £+ 0.04%
Data-cleaning sacrifice ~ +1.73 £+ 0.03%
Trigger efficiency changes +15 + 15%

Table 6.4: The relative efficiency (data/MC) correction factors for four regions of the detector,
after applying all cuts in Table [6.1] the additional AmBe criteria, and the likelihood ratio
cut. Note these regions are mutual exclusive in descending order (i.e., z > 4 includes all p,
whereas p > 3.5 is for z positions between 4 and -4 m). The uncertainties are taken by using
the standard deviation of the average as the statistical uncertainty, in quadrature with the

systematic uncertainty from the trigger efficiency variation scaling (15%).

Position (m) Correction
z >4 97.8 £ 184
z <4 87.6 £ 18.1
p=>35 85.4 £ 26.2
p<35 9814175
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Figure 6.18: The relative efficiency (data/MC) for detecting the delayed neutron capture
event using a cut at AL < —12. The correction factors from Table are applied. The lack of
data at high z and large p is due to limited source deployements in that area, as can be seen in
Appendix [H

6.7 Signal Detection Efficiency

The interaction rate of reactor 7, interactions per year is given in Section as 110.4
(313.9) in the AV (PSUP) regions. The simulation of reactor 7, occurs within the PSUP
region, in a spherical volume with radius 8.5 m. The cuts from Table[6. Tl are applied directly
to the simulation, which yields an expected efficiency of 3.905% for events simulated within
the PSUP region, as shown in Table[6.5] (note that this efficiency includes the fiducial volume
of 5.7 m). This yields an expected 6.41 events in 190.3 days of livetime, prior to the cut on
the likelihood ratio.
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Table 6.5: The breakdown of the signal efficiency of each cut on the prompt and delayed events.
The events are simulated in a volume of 8500 mm. The details of the cuts are given in Table
[6.1] some of which are reproduced in this table. An example likelihood ratio cut is included
for completeness and does not indicate where the cut will be placed in the final analysis. No
scale factors or sacrifices are applied to the efficiencies presented in this table, and additional

scaling for differences in the neutron detection efficiency reduce the overall detection efficiency

(see Table [6.6]).

Cut Value Efficiency (%) Cumulative Efficiency (%)
Prompt

Trigger 76.99 76.99
NHits > 15 52.08 40.01
Fit valid True 94.05 37.71
Energy > 2.5 MeV 81.34 30.67

< 9.0 MeV

Fiducial Volume < 5700 mm 42.12 12.92
Classifiers see Table 98.67 12.75
FOMs see Table [6.1] 99.59 12.70
Multiplicity =1 100.00 12.70
Delayed

Trigger 47.570 6.057
Fit valid True 95.96 5.812
Energy < 9 MeV 99.88 5.801
Fiducial Volume < 5700 mm 81.86 4.752
Classifiers see Table 98.00 4.657
FOMs see Table 97.45 4.539
At > 3 us 90.76 4119

< 500 ps

Ar < 3000 mm 94.79 3.905
AL < -12 50.91 1.988

The sacrifice of several of the cuts should be included in the efficiency estimate. First,

the data-cleaning sacrifice is estimated using the AmBe data by comparing the total number
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of coincidence events (accounting for an increase in the accidental rate) before and after
applying data-cleaning. The sacrifices are 1.73 +0.03% and 2.35+0.04% for the delayed and
prompt events respectively. The sacrifice of the multiplicity cut is estimated by applying it
to randomly selected prompt candidate events and is 0.2%. The relative neutron detection
efficiency scaling of 92.1 + 21.3%, calculated in Section [6.6.1.2] is also applied. All of the
various scale factors are summarized in Table This reduces the total expected efficiency
to 3.44 £ 0.73%. The large uncertainty is dominated by the 100% uncertainty taken on
the trigger efficiency scaling. Multiplying this efficiency by 313.9 expected interactions in
the PSUP volume yields 10.82 4+ 2.30 expected coincidence events per year or 5.65 £ 1.20
events in 190.3 days of livetime. Note that this will be reduced when the likelihood ratio
cut is applied. Figure [6.19, which breaks the predicted efficiency down in 3-day periods,
shows that the time variations in the efficiency are well-described by the MC stats. The
fitted efficiency from Figure is consistent with the value presented in Table after
the likelihood cut.

Table 6.6: The various correction factors used to adjust the expected detection efficiency. The

last two factors are specific to the reactor IBD events.

Correction Scale Factor
Data-cleaning, prompt  0.976 £ 0.0004
Data-cleaning, delayed  0.983 £ 0.0003

Multiplicity 0.998 £ 0.0002
AmBe relative scaling 0.921 + 0.213
Model scaling (114) 0.952 £+ 0.027

Realistic reactor powers 0.844 4+ 0.084
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Figure 6.19: The detection efficiency predicted by the MC after the cuts described in Table
6.1 including the AL cut < -12, which can be directly compared to Table The runs
are combined in three-day chunks to average over the statistical variations in the number of
events simulated. The variations in the detection efficiency are well described by statistical
fluctuations.

6.8 Backgrounds

The primary backgrounds to the antineutrino search are accidental coincidences, («,n)
events, and atmospheric neutrino interactions. Geoneutrinos and cosmogenically activated

isotopes from muons are negligible contributions to the total background.

118



6.8 Backgrounds

6.8.1 Accidentals

The term accidental is used to described the coincidence of two uncorrelated events that,
by chance, happen to both occur in the selected time-window. Given the rate of radioactive
decays in the external and internal volumes, particularly at low energy, there is a significant
number of events that can pile-up and mimic the coincidence signal. Specifically, 2'4Bi and
20871 decays in the internal and external water, and along the acrylic vessel, ropes, and
PMTs yield relatively high rates of events below 4 MeV. The external volumes have higher
level of radioactivity, resulting in a larger number of random backgrounds along the outer
edge of the fiducial volume. This background is unique in that it is the only background
that does not consist of truly correlated coincidences (with a delayed neutron capture).
Figure shows the At distribution for the entire dataset, for events that pass the cuts
detailed in Table 6.1l prior to the likelihood ratio cut. A flat distribution is expected for
accidentals in this At window, based on the rates of the prompt-like and delayed-like events.
This figure indicates that the event count is dominated by accidentals, which will need to be
drastically reduced by the likelihood ratio cut. A total of 1991 events are identified between
3 and 500 us and a total of 1981 events are identified between 500 and 1000 us.

To understand the accidental coincidences in the data, the rates of prompt and delayed
events are investigated separately. This process uses the cuts in Table 611 but applied to
the prompt and delayed candidates separately (removing the At condition). The Ar cut
for the delayed event is applied by selecting at random a position for the prompt event
(from the prompt event position PDF). The prompt and delayed event rates for the entire
run range are shown in Figures and respectively. The event rate jump for the
prompt event around run 203000 is caused by a period of detector maintenance that led
to more online channels. This raised the average nhit distribution, leading to more events
passing the 15 nhit cut. While an energy cut would calibrate for the larger number of online

channels, the nhits cut on the prompt event causes the event rate to depend on the total
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Figure 6.20: The At between all events that pass the cuts in[6.11 The event count is dominated
by accidental backgrounds prior to the likelihood ratio cut, which results in the identified flat
At distribution.

number of online channels. Because there is no nhit cut on the delayed event, there is no
corresponding rate change.
Using these rates, the expected number of accidental coincidence events, N, can be
calculated using:
Noce. =1p X 1g X At X T, (6.7)

where 7, is the rate of the prompt events, 74 is the rate of the delayed events, At =
497 us is the coincidence window, and T is the livetime. Using Equation [6.7, the total
number of expected accidental backgrounds, prior to the application of likelihood ratio cut,
is calculated. This calculation can be directly compared to an observation of Ny, using a

sideband window in At between 500 and 1000 s (a sideband is chosen to ensure blindness).
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Figure 6.21: The prompt event rate by run-number.

Figure [6.23] shows this comparison, broken up in three-day periods, and indicates that the
simple calculation is predictive of the observation. Note, the calculation of the expected
rate is not used in the prediction for the accidental background, and is shown here to

demonstrate the accidentals are well-understood.

6.8.1.1 At Sideband

To estimate the number of accidental events in the signal ROI, a sideband in At is
selected. The signal region extends from 3 to 500 us, so a window between 500 and 1000 us is
selected to look for accidental coincidences. The reactor IBD signal efficiency in this window
(for events simulated in the PSUP) is about 0.34%, yielding an expected 0.49 events in 190.3
days. Thus, there is very little expected signal contamination in this window designed to
measure the accidentals backgrounds.

This sideband region is used tune the cut on the likelihood ratio distribution without
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Figure 6.22: The delayed event rates by run-number.

unblinding the signal region. Because the At between the events is used in the calculation
of the likelihood ratio, AL, the value of AL shifts more ‘accidental-like’ in the sideband
(events with larger At). This is seen in Figure [6.24] which shows AL compared for the
signal and sideband regions. Good agreement between the distributions is identified after
shifting the entire AL distribution for the events in the sideband. Because the accidental

PDF is flat in At, the shift value, S, is given as:

500 1000
S =log </ exp_t/204'0> — log (/ exp_t/204‘0> = 2.43. (6.8)
3 500

This indicates the sideband can be used to tune the cut on AL. The cut value is then
shifted by S when looking at events in the signal region.

Running the analysis over the data in the At sideband, using the cuts described in Table
[6.1] yields 1991 observed events or 10.5 events/day. The breakdown of the number of events
passing each set of cuts is shown in Table The resulting likelihood distribution for the
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Figure 6.23: The observed number of counts in three-day chunks of livetime divided by the
expected counts, based on the average prompt and delayed event rates in the three-day period.
The fitted value of the flat constant is consistent with 1.0, indicating that the calculation of the

expectation is predictive of the observation.

signal MC and the data is shown in Figure It is clear that the likelihood separates
the signal and background effectively. Indeed, there are no events in the sideband below a
value of AL < —9, corresponding to AL < —11.43 in the signal window.

In order to make a robust prediction for the accidental background rate, given a cut
on AL, a dataset of prompt candidate events (passing only the prompt cuts) and delayed
candidate events (passing only the delayed cuts) is created. These candidate events pass all
of the various cuts except no At or Ar cut is applied. Then, for each prompt candidate, a

corresponding delayed candidate is selected at random, and the positions of the events are
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Figure 6.24: Likelihood ratio in the sideband region compared to the signal region after
shifting the sideband distribution by —S.

used to calculate Ar. For events that pass the Ar cut, a uniform At is assumed (between
0 and 500 ws for the signal region or 500 and 1000 us for the sideband region), and AL is
calculated. This calculated likelihood ratio for the ‘mixed’ dataset is shown compared to the
actual coincidences in the sideband in Figure As expected, the AL distribution in the
sideband is well described by the mixed dataset. The AL distribution for the mixed data
is compared to the distribution for the IBD signal in Figure It is clear a cut value
around -10 will remove the vast majority of the accidental backgrounds, while removing
about 50% of additional signal efficiency.

Ultimately, the mixed dataset is used to generate a prediction for the accidental back-

ground rate after the likelihood ratio cut. The mixed dataset provides a high statistics
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Table 6.7: The breakdown of the effect of each cut on the prompt and delayed events in the

data. The data-cleaning, pedestal cut, and fit valid cut are applied to all events in order to trim

the data. The rest of the cuts are separated by prompt and delayed events. The details of the

cuts are given in Table [6.1] some of which are reproduce in this table. Note that the At cut is

shown twice; the At < 5 ms defines the coincidence and the second At cut rejects backgrounds,

although in this case the cut is shown for the sideband analysis. An example likelihood ratio

cut is included for completeness and does not indicate where the cut will be placed in the final

analysis.

Cut Value Event Count Efficiency (%) Cumulative Efficiency (%)
Total 1.248e10

Data-cleaning 0xFB0O000017FFE 7.304e9 58.53 58.53
Fit valid True 1.331e8 1.823 1.067
Prompt

NHits > 15 6.561e7 49.28 0.5258
Fit valid True

Energy > 2.5 MeV 3.343e7 50.95 0.2679

< 9.0 MeV

Fiducial Volume < 5700 mm 2.121e6 6.344 0.01700
Classifiers see Table 1.926¢6 90.83 0.01524
FOMs see Table 1.804e6 93.64 0.01446
Delayed

At < 5 ms 235537 13.01 1.887e-5
Energy < 9 MeV 235537 100 1.887e-5
Fiducial Volume < 5700 mm 80910 34.39 6.483¢-6
Classifiers see Table 67011 82.82 5.370e-6
FOMs see Table 52816 78.82 4.232e-6
At > 500 us 26410 50.00 2.116e-6

< 1000 ps

Ar < 3000 mm 1983 7.509 1.589e-7
Multiplicity =1 1981 99.90 1.587e-7
AL < -12 0 0 0
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Figure 6.25: The comparison between the signal MC and the data in the At sideband. Excel-
lent separation between the signal and background is apparent. Neither of these distributions
are shifted by S. There are 1991 events in the accidental (data) histogram, which is normalized

to one to compare against the simulated signal events.

sample of accidental coincidences and has been shown to recover the shape of the observed
AL distribution in the sideband. For example, based on Figure [6.27] the optimized AL cut
might be located around -12. In the mixed dataset, a total of 46 out of 136515 events pass
this cut, yielding an efficiency of 0.031%. Note that even with this high statistics mixed
dataset, the uncertainty on the efficiency is dominated by statistical limitations. In other
words, the fractional uncertainty in the efficiency in this example is v/46/46 = 14.7%. In
the sideband window 1991 events are observed prior to the likelihood cut, which we multi-

ply by the efficiency to calculated the expected background. Thus, a total of 0.62 + 0.09
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Figure 6.26: The data in the sideband compared directly to the ‘mixed’ dataset, generated by
randomly choosing prompt and delayed candidates, pairing them, and assigning a At between
500 and 1000 us. The mixed dataset matches the shape of the data nicely.

accidental events are expected to pass this example likelihood cut. After shifting the AL

values of the events in the sideband by S there are 0 events that pass this cut.

6.8.2 (a,n)

Background coincidence signals can be produced via the interaction of energetic « par-
ticles with the 13C and 0O atoms in the water and AV. In the uranium and thorium decay
chains there are about a dozen different isotopes that a-decay, producing o particles with
energies in the range of 5 to 10 MeV. By far the most abundant isotope in the detector that

produces a particles is 2'°Po. The primary source of the 219Po is the radon deposition on
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Figure 6.27: The reactor IBD signal MC compared directly to the mixed data. This plot
shows qualitatively where the AL cut will go in order to remove the accidental backgrounds.
The sideband shift is not applied to either distribution.

the AV surface during the construction of SNO and in the period while the SNO detector
was empty (prior to filling for SNO+). The radon daughters along the AV surface can leach
off of the vessel into the water during data-taking. Because the « particles are invisible
in a water Cherenkov detector, an ex-situ measurement of the expected rate of a-decays is
required.

The initial activity of 2'°Po on the inner AV surface was measured in 2013, prior to
filling SNO+ with water, and found to be 1.9 4 0.4 Bq/m? at the AV bottom and 3.2 & 0.4
Bq/m? at the AV pipes. The average activity across the vessel is about 2.4 & 0.8 Bq/m?,
or about 1150 Bq on the inner AV surface (125). The total rate leached into the internal
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water at a given time, ¢, is given by:
Rr = Rs(1 — e, (6.9)

where Ry, is the rate of events leached into the water, Rg is the initial surface activity rate,
and L is the leaching rate of 219Po into the water. The rate of leaching of the 2'°Po into the
water depends on the temperature of the water, and for water at 18.4°C the leaching rate
is 1.O5J_r8:ig x 1073 day~! (126). Using this model, half of the total surface activity leaches
into the water after two years. Additionally, the 2'Po concentration in the internal water is
affected by the water recirculation though the underground water purification plant, which
reduces the concentration of 2!°Po by a factor of 0.41 per pass (4).

The (o, n) reactions important for the SNO+ water phase are:
BCt+a—-1%0+n (6.10)

and

80 + o — ?'Ne +n. (6.11)

The former reaction is an important background for KamLAND, and is discussed in (127),
(128), (129), (130). The O and 2'Ne are often produced in excited states, which lead to
de-excitation products, most commonly y-rays. The de-excitation y-rays produce a prompt
signal and the neutron will capture on hydrogen, producing a delayed signal. Note that
(v, n) reactions on the small amount of natural deuterium in the detector do not contribute
to the overall background. This is largely because excited states of deuterium are not
produced in interactions with « particles with energies less than 6.6 MeV. For the 219Po
decay, the a particle is produced at 5.3 MeV. For this energy, the (a,n)'C interactions
can only produce '°O in the ground, first, and second excited states. In the (a,n)®0
interactions, the 2!Ne can reach up to the fifth excited state, but the de-excitation vs are

at lower energy. The different excited states are summarized in Tables [6.8 and
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Table 6.8: The various energies of the decay products and the associated branching ratios for
the 13C(a, n)1%0 interaction (with 5.3 MeV « particles).

Excited State Decay Product Energy (MeV) Branching Ratio (%)
1 et /e™ pair 6.05 8.0
2 ~ 6.13 1.2

Table 6.9: The various energies of the decay products and the associated branching ratios for
the 180(a, n)?!Ne interaction (with 5.3 MeV « particles).

Excited State Decay Product Energy (MeV) Branching Ratio (%)

1 ~y 0.351 30.8
2 ~ 1.75 10.7
3 v 2.79 2.0
4 ~ 2.80 2.0
5 v 2.87 19.6

To calculate the total number of («,n) reactions (expressed as a total number of pro-
duced neutrons) occurring in the detector, the thick target neutron yield formula is used:
Eo
Y = nt/o %dﬂx, (6.12)
where Y is the neutron yield, n; is the density of the target atoms, F,, is the energy of the
a-particles, E is the energy of the neutron, ¢ is cross-section for an « particle with energy
E, to produce a neutron with energy F, and ¢(E,,) is the stopping power of an « particle in
the target (131). The cross sections for the («,n) reaction on ¥*C and 80 are taken from
the JENDL-3.3 database (132). Table gives the results of this calculation for 2!9Po in
the acrylic and water. A tool developed for (a,n) calculations for the DEAP-3600 detector
yields similar results (133).
The details for the total expected («, n) rate are complicated, and require careful applica-

tion of the leaching model and knowledge of the time and length of the water re-circulations.
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Table 6.10: The neutron yields calculated using Equation [6.12 for the 5.3 MeV 29Po « for
acrylic (PMMA) and water.

Material 13C (neutrons/a) 180 (neutrons/a)
PMMA 4.7 x1078 1.45 x107®
H,0 3.98 x107®

The expected (a,n) rate calculations are detailed as a function of time in (4). Importantly,
the rates are broken up for (o, n) interactions in the acrylic and (a,n) in the internal wa-
ter. Several key assumptions are made in the prediction: the reactions along the surface
of the AV interact with a 50% probability in the acrylic and 50% probability in the water,
the concentrations of 2'°Po on the inner and outer AV surfaces are the same, and the re-
moval of 2!%Po from the internal water from recirculation is done so with a reduction factor
of 0.41 per recirculation pass. A constant temperature of 18.4°C is used for the leaching
model, and uncertainty estimates are made by changing the temperature in the model and
evaluating the effect on the rate of interactions. The total number of predicted a decays
from the estimated 2'°Po are multiplied by the neutron yields in Table and scaled to
the appropriate livetime. This gives the total number of interactions on the acrylic and
in the internal water, shown in column two of Table The relatively large error bars
are from uncertainties in the initial AV surface activity, the 2'°Po leaching rate, the water
temperature, and assumptions about the water recirculation effectiveness.

Table additionally details the leakage of the («, n) events through the cuts and the
resulting number of expected counts in the region of interest in the 190.3 days of livetime.
These values are calculated using simulations of these events along the inner and outer AV
and within the internal water. These numbers are provided after the cuts detailed in Table
[6.1] and Section gives the results after the cut on AL. Note that the correction scalings
for the neutron detection efficiency and cut sacrifices have not been applied in generating

this table.
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Table 6.11: The expected background from (a,n) interactions on the acrylic vessel and in
the internal water in the 190.3 days of livetime. These values are provided prior to the cut
on the likelihood ratio. The uncertainties on the interaction rates are detailed in (4) and
the uncertainty on the counts passing the cuts include an additional 100% uncertainty on the
excited-state cross-sections. The efficiency scale factors presented in Section [6.6]are not included

in these numbers.

Source Nuclide Interactions/Livetime (4) Leakage (%) Counts/ROI/Livetime
Internal Water 180 98.5:&;3:2 0.28 0.28:&8:%’2
Inner AV 3¢ 163.5+12-4 0.07 0.11+5-19
Inner AV 150 189.3+293 0.02 0.04+3-01
Outer AV 3¢ 163.5124 0.05 0.08+0:99
Outer AV 180 189.3+953 0.02 0.0440:04

5 0.55+0:39

Importantly, the (o, n) backgrounds are expected to be quite small, and the five com-
ponents sum to 0.55+037. The uncertainty on the cross sections is set to 100%, which
dominates the uncertainty on the background estimate, even with the large uncertainties
in the 2'°Po rates. Lastly, the likelihood ratio cut is expected to remove more (o, n) back-
grounds than signal events due to the radial and energy distributions of the background.
This is supported by Figure .28, which indicates that the simulated (a,n) events are more
‘accidental-like’ than the signal.

In terms of rejecting this background, the FV cut effectively removes events produced
along the inner and outer acrylic vessel. The prompt 7s from '#O(a, n)?! Ne interactions are
fairly low in energy (given in Table [6.9]) and are effectively rejected by the prompt energy
and nhit criteria. Still, the largest component of the (a,n) background is expected to come
from 80(a, n)?!Ne interactions in the internal water. Unfortunately, these events are both

the most uncertain in terms of the expected rate, and the most difficult to independently

measure. Section [(.8.2.1] details an attempt to measure the («,n) interactions along the
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Figure 6.28: The AL distributions for reactor IBD events, 10(a, n)?!Ne interactions in the
internal water, and **C(a, n)'®O interactions on the inner AV. AL is calculated according to
the procedure outlined in [6.5.1] using PDF's for the signal MC and for accidental backgrounds.

acrylic.

6.8.2.1 Measurement of the («,n) Rate on the Acrylic

Thus far the predicted (o, n) rates along the acrylic and in the internal water are based
on initial ex-situ measurements of the acrylic and calculations of the time-dependence using
a detailed leaching model. This section presents a measurement of the («,n) interactions
along the acrylic vessel. To perform this measurement, a sideband is chosen in radius, and
the fiducial volume for the prompt events is selected as a spherical shell between 5700 and

6500 mm. This ensures that there is no overlap with the signal region where the fiducial
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volume of the prompt event is constrained to the internal AV volume out to 5700 mm. In this
analysis, the delayed event is allowed to reconstruct between 5400 and 6600 mm to allow for
the possibility the neutron has travel away from the prompt event position. The expected
rates prior to the cuts are calculated in (4) and given in Table Similarly to the analysis
searching for reactor IBD events in the central volume, a likelihood ratio is constructed using
PDFs for the signal (in this case the (a,n) acrylic events) and the accidental backgrounds.
The PDFs generated for this calculation are identical to the ones used in the antineutrino

analysis, but with the different fiducial volumes. The («, n) likelihood ratio is defined as:

Lian
AL (g n) = log (#) = log(L(a,n)) — log(Lacc.)- (6.13)

acc.

Figure shows the AL, ) for the simulated (a,n)'3C events along the AV compared
to the accidentals in the mixed dataset. After a cut on AL, ) < —13 a total of 3.45 £352

are expected.

Table 6.12: The number of (o, n) events that pass the cuts from Table [ with the adjusted
FV around the AV. The 100% uncertainty on the excited state cross-section is included in
the expected counts/ROI/livetime. These numbers include the cut on AL, ). Notably, the
contribution from the contributions from the (a,n) interaction on oxygen are only about 5%
of the total expected signal. In the sum the uncertainties on the inner and outer acrylic from
each nuclide are taken as 100% correlated because they are dominated by the cross-section

uncertainty.

Source  Nuclide Interactions/Livetime (4) Efficiency (%) Counts/ROI/Livetime

Inner AV 13¢C 163.5+72-2 0.82 1.26 4 132
Outer AV~ 13C 163.5+122 1.20 1.97 £+ 2.8
Inner AV 180 189.3+£295 0.064 0.12 & 13
Outer AV 180 189.3+298 0.053 0.10 + 913

¥ 345 + 362

134



6.8 Backgrounds

Counts
=}
=
[ 3]

0.1

0.08

0.06

0.04

0.02

-30 -25 -20 -15 -10 -5 0 1)5

acc

5 10
log(L(a n)) - log(L

Figure 6.29: AL(, ) for the mixed dataset and for the (o, n)'*C along the inner AV.

The method for generating the mixed dataset, outlined in Section B.8TT] is used for
this FV around the AV to make predictions for the number of accidental backgrounds in
the (a,n) search (given a cut on the AL, )). A sideband in At is used to check the
prediction. Figure shows the data in the signal and sideband regions compared to
the mixed dataset. The left panel in Figure shows the observation compared to the
mixed dataset in the At sideband between 500 and 1000 us, which shows good agreement.
Similar to the reactor analysis, this indicates the mixed dataset can be used as a prediction
for the number of accidental backgrounds in the signal region. Interestingly, the right
panel in Figure shows the signal region, and a clear tail that deviates from the mixed
dataset at small values of AL,y due to (a,n) and reactor IBD events. A cut selected

at AL,y < —13 yields an expected 2.39 + 0.23 accidental background events. After
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shifting by S, 1 event in the sideband region passes this cut, consistent with the accidental
background expectation. The efficiency for detecting reactor antineutrinos in this limited
volume is 0.71%, which yields 1.17 events in the 190.3 days of livetime (scaling from 314.6

expected interactions per year in the PSUP volume).
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Figure 6.30: The AL, ) for the data in the sideband (left) and signal (right) region compared

to the mixed dataset.

Figure shows the At distribution between 0 and 1000 us for events that pass the
cuts, including AL, ,) < —13. The fit is performed using a fixed flat background, assuming
2.38 accidental backgrounds per 500 ps. The fitted time-constant is consistent with the
neutron capture time. Table summarizes the signal and background expectation and
the observation. A total of 15 events are detected with values of At between 0 and 500
us. Using the signal and background expectation and the number of observed events, the
fraction of nominal is calculated as:

Nobs. - kag

F =
Nsig

(6.14)

Using the results summarized in Table gives F' = 3.32 & 1.12. The prompt energy,
prompt u - r, Ar, and prompt position distributions for the 15 observed events are shown

in Figure 6320 The distributions are compared to the (a,n)C events simulated along
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the inner and outer AV, which is arbitrarily scaled. Overall, the shape of each of the

distributions is well-described by the simulated (o, n)!3C.

¥2/ndf= 13.5/18

Counts

N 2.932 +1.287
6— T 217.4 £76.1

1000
At (us)

Figure 6.31: The At distribution for the events that pass the (a,n) cuts. The fitted time

constant is consistent with the neutron capture time on hydrogen.

For the antineutrino analysis, a scale factor of 3.32 is used for the (a,n) events, and the
uncertainty on that factor is propagated. Note thought that this measurement is primarily
sensitive to (a,n)!®C and the contribution from (a,n)*¥0 is minimal. The measured scale
factor could be different for the acrylic (o, n)*3C and («, n)180 events, particularly because
the cross-section uncertainties are so large. Still, the same scale factor for (a,n)®0 events
is used, which would be valid in a scenario where the higher observed rate was due to a
higher initial concentration of 2'°Po on the acrylic than was measured in 2013. It turns out

that the contribution to the total background from (o, n)'*®0 interactions on the acrylic is
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Table 6.13: The (a,n) signal and backgrounds for a At window of 0 to 500 us, a prompt
FV of 5700 to 6500 mm, and a delayed FV of 5500 to 6600 mm. The expected (a,n) events
comes from Table The accidental background is estimated using the mixed dataset in
Figure The fraction of nominal, F', is defined in equation [6.I4 The factor F' is used to
scale the (a,n) MC as a background to the reactor antineutrino search. The uncertainty in F

is dominated by the statistics in the observation.

Expectation

Total (a,n)  3.45 & 342

Reactor IBD  1.17 £ 0.12

Accidental  2.39 + 0.23
Observed 15

F 3.32 + 1.12

almost negligible in the final reactor antineutrino analysis, so the precise scale factor used
for these backgrounds is inconsequential.

More concerning for the antineutrino analysis is the unmeasured contribution from
(a,n)'80 interactions in the internal water. From Table these events are the largest
(a,n) contribution to the total background. Because they are both low in energy and dis-
tributed throughout the fiducial volume, there is no reasonable sideband to choose that
would not be dominated by contributions from reactor antineutrino events. However, given
an observation in the signal region, there is no method to clearly distinguish the reactor IBD
interactions from the (o, n) interactions in the internal water. In other words, although it is
believed, based on detailed leaching calculations, that the internal water («,n) background
is very small, there is no way to constrain the rate. In principle, it could be twenty or
fifty times higher than predicted and no measurement can be performed to say otherwise.
Further discussion of this point is highlighted in the summary of the analysis in Section
6.9 For now, a reasonable assumption to make it that the reason the measured concen-

tration along the acrylic is higher than predicted is due to a higher initial concentration
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Figure 6.32: The 15 observed events in the (o, n) fiducial volume with At between 0 and
500 ps. The (a,n)'3C simulations along the inner and outer AV is shown in red, scaled arbi-
trarily so that the shape can be compared to the data. From top left to bottom right is the
prompt energy, prompt u - 7, Ar, and the prompt (R/Ray)? position.

than was measured in 2013. In this case, we would expect an increased concentration in the
internal water at the same factor. Thus, the internal water (a,n)'®O contribution will be
scaled by the same factor in the final analysis. Lastly, I note that this measurement of the
(a,n) events along the acrylic is the first ever observation of this process in a pure water

Cherenkov detector.
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6.8.3 Atmospherics

Atmospheric neutrinos, introduced in Section B.2] span a broad range of energies from
roughly 100 MeV to 10 GeV. This results in an array of possible interactions, discussed
briefly in Section 28], some of which can produce a background for the reactor antineutrino
search. To estimate this background, the total atmospheric production rate must be cal-
culated, which requires accounting for several complicated effects. For example, the details
of the Earth’s magnetic field and the solar activity cycle are both important to understand
in the atmospheric neutrino flux calculation. The values used here are the ‘Bartol-04’ rates
calculated in (21), specifically for the SNO detector location. These rates are calculate at
the solar minimum and maximum, which describe the variation in the solar activity. The
solar cycle effects the total number of high energy particles bombarding the atmosphere,
and thus the atmospheric neutrino production rates (134). At solar minimum, the produc-
tion rates are highest. The data considered in this dissertation was collected from 2017 to
2019, during a time at which the solar cycle is near minimum. The Bartol-04 fluxes for
Sudbury at solar minimum and maximum are shown in Figure [6.33

Additionally, the atmospheric neutrinos undergo oscillations on their path to the de-
tector. The application of these oscillations uses tools developed for and described in A.
Mastbaum’s thesis (22). The path length distribution is given in (135) as a function of
neutrino energy and zenith angle. Neutrino energies and zenith angles, 6, are sampled from
the Bartol-04 flux distribution, and a production height is sampled using the distributions

calculated in (135). The oscillation baseline is calculated as:

L=+/(Rg+h)2— (Rg —d)?sin(.) + (Rg — d) cos(h.), (6.15)

where R is the radius of the earth and d is the depth of the SNO+ detector. Oscillation
are applied using a three-neutrino model. The qualitative result of applying oscillations is
a suppression of the v, /v, flux, which is converted to v;/7;. There is only a small impact

on the v, /v, fluxes. The resulting rates are shown in Table [6.14] for each flavor and each
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Figure 6.33: The Bartol-04 fluxes (21) averaged over zenith angle. This figure is reproduced

from (22).

detector volume. The total expected interaction rate is 655.2 year™

of 8500 mm.

1

in a spherical volume

Many complicated interactions can occur as the high energy neutrinos inelastically scat-

ter off of the target nucleons, producing various hadronic debris. This often includes the

production of light mesons (7 and K primarily) and baryons (A). These unstable particles

decay and can often be identified by coincidence tagging looking for a Michel electron or

multiple neutrons. CC interactions produce high energy charged leptons, making them rel-

atively easy to tag and reject. The primary background for the reactor antineutrino search

is from NC interactions on °0. An interaction such as:

v 4160 5150 4,

141
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Table 6.14: The expected number of atmospheric interactions (in interactions/year) at solar
minimum for each flavor and detector volume after applying oscillations. The atmospheric
neutrinos are generated with an energy range of 0.1 to 10 GeV. Note the outer AV extends from
the AV to a radius of 8500 mm.

Flavor Outer AV Inner AV AV Total

Yy 142.4 79.0 2.2 223.6
vy 54.7 30.3 0.8 858
Ve 133.2 73.9 2.1 209.2
Ve 41.3 22.9 0.6 64.8
vr 31.0 17.9 0.5 494
7 14.2 7.9 0.2 223
> 416.8 231.9 6.5 655.2

leaves the oxygen nuclei in an excited state. The energy and branching ratios for the de-
excitation 7-rays are calculated in (136). The primary ~ is 6.18 MeV, which provides a
distinct prompt signal before the neutron captures. This process has recently been used to
measure the NC cross section on '°0 by Super-Kamiokande using atmospheric neutrinos
(137) and by T2K using beam neutrinos (30).

The atmospheric neutrino interactions are simulated using the GENIE generator (138);
more details are given in Appendix [Gl including a comparison to the NEUT generator used
by the T2K and Super-Kamiokande collaborations. For each neutrino type, a little less
than 100000 events are simulated, almost 1000 times the total expected flux. Specifically,
for each run, 20 events are simulated for each neutrino type using the run-conditions of
the detector. This is achieved by converting the output of GENIE, containing the final-state
particle vertices, into a ROOT file, which is provided as input into RAT.

The output of the simulations are passed through the standard cuts, described in Table
[6.1], as well as the follower cuts outlined in Section Importantly, the multiplicity

cut rejects prompt events with more than one detected neutron follower, which reduces
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the expected atmospheric background by around 30%, depending on the neutrino type.
Additionally, the 100 ms veto after high nhit events is important to reduce contribution
from CC events. Specifically, coincidences where both the prompt and delayed events are
neutrons contribute as a background, and can be reduced by using the high nhit prompt
lepton interaction to reject the following events. This has a larger effect for v, and v,
events than for v, events. For v, interactions, adding the high nhit cut reduces the expected
background by about 30%. A summary of the fractional leakage through the cuts is given
in Table

Table 6.15: About ten thousand of each neutrino flavor was simulated using the GENIE gen-
erator and propagated through RAT. The expected interactions per year are for a volume of
8500 mm, from Table These numbers are given before the likelihood ratio cut is applied.
The efficiency scale factors presented in Section are not included in these numbers. The
error bars are from cross-section and flux uncertainties, and are assumed to be 100% correlated

between the various components.

Flavor Interactions/Year Simulated Leakage (%) Counts/ROI/Year Counts/ROI/Livetime

Ve 209.2 82760 0.572 1.20 £ 0.67 0.626 £ 0.365
vy 223.6 96560 0.771 1.72 £+ 0.96 0.897 + 0.501
Vr 494 95100 1.98 0.850 £ 0.476 0.443 £ 0.248
Ve 64.8 91920 0.676 0.438 £ 0.147 0.228 £ 0.077
vy 85.8 96700 0.967 0.830 £ 0.278 0.433 £ 0.145
7 22.3 96720 1.92 0.428 £ 0.142 0.223 £ 0.074
> 5.47 £ 2.67 2.85 £ 141

Unlike the («, n) background, the likelihood ratio, calculated using the accidental back-
ground PDFs, is not expected to provide additional discrimination. Indeed, Figure
shows that the atmospheric backgrounds, because the prompt event is high energy and
uniformly distributed in the detector, look even less like accidental backgrounds than the
signal events.

To further reject the atmospheric backgrounds, a second likelihood ratio, referred to as
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Figure 6.34: The AL distribution for reactor IBD and atmospheric neutrino events. The
atmospheric events are more ‘signal-like’ when using the accidental PDFs, so this parameter is

not useful for rejecting the atmospheric neutrino background.

AL stm, is calculated. AL, uses Ar, prompt energy, and prompt 814 PDFs for the reactor
IBD and atmospheric events that pass the cuts in Table The PDF's for these variables,
as well as for At, are shown in Figures and The Ar distribution shows that the
prompt and delayed events in the atmospheric background are expected to be further apart,
primarily because the high energy neutron produced in the atmospheric neutrino interaction
travels further than the lower energy neutron from the IBD reaction. However, due to the
relatively poor position reconstruction at low energy, this effect is smeared out such that it
is not a particularly powerful handle to reject the atmospheric backgrounds. The prompt
energy and (14 distributions shown in Figure are the most powerful obervables to
discriminate the atmospheric background from the signal. The AL,y for the signal and
background is shown in Figure [6.37, which indicates that this parameter can be used to
effectively reject a fraction of the atmospheric background without much signal sacrifice.

Directly using the T2K results provides a data-driven estimate of the cross-section uncer-
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Figure 6.35: The signal (black) and atmospheric (red) At and Ar distributions.

0.

Arb. Units
Arb. Units
e
>
8

e
=Y
3

0.0

3

0.0

S

0.04

0.0:

g

0.03

0.02
0.02

0.01

T[T T[T T[T [T T[T [TTIT[TT7T]

‘o

<
©
w
IS
w

I L -
7 8 9 10 1.5
Prompt Energy (MeV) Prompt BM

Figure 6.36: The signal (black) and atmospheric (red) prompt energy and (14 distributions.

tainty. Taking the quoted statistical and systematic uncertainties from (30) in quadrature,
the neutrino and antineutrino cross-sections have uncertainties of 32%. Given the disagree-
ment between the GENIE model (as seen in Figure [G.I)) and the measurement in neutrino
mode, the cross-section uncertainty is increased to 55% to cover the T2K measurement.
The antineutrino data agrees very well with the GENIE and NEUT models prediction, so the
uncertainty is not scaled from 32%. The flux uncertainty is around 10% for atmospheric

neutrinos below 10 GeV (139), which is taken in quadrature with the cross-section uncer-
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Figure 6.37: The atmospheric likelihood ratio, AL tm, calculated using the Ar, prompt energy,
and prompt 14 PDFs shown in Figures [6.35] and [6.30]

tainty. Accounting for this, the total expected number of events per year is 5.47 + 2.67 or
2.85 4+ 1.41 in 190.3 days.

6.8.3.1 Multiplicity Sideband

To constrain the atmospheric background outside of the signal region, a sideband is
selected. In this case, it is important to constrain the NC background that produces prompt
de-excitation y-rays. A sideband in the delayed event multiplicity is chosen. Specifically,
prompt events with two or more neutron-like events, which are rejected by the multiplicity
cut in the standard analysis, are selected for this search. Figure [6.38] shows the neutrons
multiplicity produced in neutral current atmospheric events, which indicates that about one-
third of the final states have more than one neutron. Additional neutrons can be knocked
out of oxygen nuclei by the high energy protons and neutrons.

A set of cuts for the prompt and delayed events are tuned to detect events for this
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Figure 6.38: The neutron multiplicity for NC atmospheric interactions. The first bin cor-
responds to 0 generated neutrons. Note that this figure shows the final state particles in the
neutrino interaction, as simulated by GENIE. More neutrons can be created if neutrons are

knocked out of oxygen nuclei by the high energy neutrons and protons.

atmospheric sideband, presented in Table The prompt selection is already tuned to
have a high efficiency for the prompt ~-ray, but a lower energy cut of 4.0 MeV is added to
largely reject neutron-neutron events and to drive the accidental background pile-up down.

Due to the high lower energy prompt energy cut and the multiplicity requirement, the
possible backgrounds from reactor IBD interactions or accidental coincidences are reduced
to effectively zero. Table presents the total number of expected events in this sideband
after the cuts. The total number after scaling to the 190.3 days of livetime is 2.45 +
1.21. Including the efficiency corrections from Table yields 2.16 + 1.18, propagating the
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Table 6.16: Various cut variables and values for prompt and delayed event for the atmospheric
sideband search.

Variable Cut Value Prompt Cut Value Delayed

Data-cleaning 0xFBO000017FFE  0xFBOOO0017FFE
NHits Clean > 15
Fit Valid True True
Energy > 4.0 MeV < 4.0 MeV
< 25.0 MeV

Position < 5700 mm
ITR > 0.5 > 04
B1a > -0.6 >-0.6

<16 <16
OR < 600 mm < 900 mm
Rrowm > 9.9 > 9.9
Energy G-Test > 0.0 > 0.0

< 1.45 < 1.45
Energy U-Test > 0.5 > 0.5
Energy Z-Factor < 1.0 < 1.0
At > 3 us

< 500 ps

Ar < 3000 mm
Multiplicity > 1

uncertainty on the neutron detection efficiency scaling.
Running this analysis over the data-set produces 0 observed events in 190.3 days of
livetime. Because the background expectation for this search is negligible, the Poisson 90%

confidence-level (CL) upper limit, $;,4, can be found using:
N 6_3maz Sn

ZTW =1 - CL =0.10, (6.17)

n=0
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Table 6.17: The expected number of multiple coincidence events selected using the cuts out-
lined in Table [6.16]

Flavor Interaction/Year Simulated Efficiency (%) Counts/ROI/Year Counts/ROI/Livetime
Ve 209.2 82760 0.478 1.00 + 0.56 0.521 £ 0.292
vy 223.6 96560 0.704 1.57 £ 0.88 0.821 + 0.456
vr 494 95100 1.65 0.815 + 0.456 0.425 + 0.238
Ve 64.8 91920 0.487 0.316 £ 0.106 0.165 £ 0.055
Uy 85.8 96700 0.788 0.676 £+ 0.226 0.352 £ 0.118
Uy 22.3 96720 1.42 0.317 £+ 0.106 0.165 % 0.055
> 4.69 + 2.33 245+ 1.21

where N = 0 is the total number of detected events (140). This yields a 90% upper limit
of 2.3 counts. Because this is consistent with the total number of expected events, no
additional scaling is applied to the atmospheric background in the reactor antineutrino
analysis. However, this sideband search does hint that the atmospheric background might

be overestimated by the GENIE MC.

6.8.4 Geoneutrinos

Geoneutrinos are discussed in Section [B.4] and contribute a negligible source of back-
ground for this search, particularly because the majority of the antineutrinos are emitted
below the IBD threshold, shown in Figure The unknown composition of uranium and
thorium in the Earth’s crust and mantle leads to uncertainties in the total flux expected.
However, using a geodynamical ‘high-Q’ model, which predicts higher concentrations of ura-
nium and thorium than other models (141), the total expected number of interactions per
year across the entire energy spectrum in the SNO-+ detector is 24 from the uranium chain
and 7.6 from the thorium chain. After applying the IBD threshold of 1.8 MeV, oscillations,
and the cuts detail in Table [6.], the efficiency for detecting these events is less than 0.1%.

Thus, geoneutrinos are a negligible background for the antineutrino search in water.
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6.8.5 Cosmogenics

Cosmic-ray muons interacting with the nuclei in the detector can induce radioactive
isotopes that can be backgrounds for the reactor antineutrino search. The muon flux as
a function of underground depth is shown in Figure [6.39] which indicates the depth of
various underground labs. Because of the depth of SNOLAB, the average number of muons
interacting per hour is less than three (142), whereas in the Super-Kamiokande detector
the rate is around 2 Hz (116).

Because the cosmic muon rate is so low, a muon-follower cut that removes 20 seconds
after every identified muon is utilized. This removes the vast majority of the cosmogeni-
cally activated isotopes as well as neutrons produced in the muon interaction. However,
cosmogenic isotopes that have long half-lives that undergo 5~ 4+ n decays could produce a
background for the antineutrino search. A list of these isotopes is given in Table [6.I8 the
values of which are reproduced from (143), (116), (144).

Table 6.18: The cosmogenically activated isotopes that undergo 5~ +n decays with end-point
kinetic energies above 1 MeV. Some of the decay energies are not precisely known. All isotopes
other than "N are expected to contribute less than 10710 events per year after the 20 second

follower cut, and are included in this table as zero.

Isotope 7 (s) Exin SNO+ events/year
8He 0.17 9.9 + 1.0(v) 0.0
9Li 0.26 ~10 0.0
ULi  0.0085 ~16 0.0
16¢ 0.75 ~4 0.0
"N 4.2 7.9 7.0 x1073

Super-Kamiokande presented the measured production rates of several of these isotopes
in (116), which can be straightforwardly scaled to the SNO+ detector, accounting for the

different fiducial volumes and the 20 second follower cut. The details of this calculation
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Figure 6.39: The cosmic muon flux as a function of depth, in units of meters water equivalent.
SNOLAB is the second deepest underground laboratory; the Jinping underground laboratory,

not shown on this plot, is the deepest.

are given in ) and the calculated rates are reproduced in Table It is easy to
understand the very low rates — the production rates in Super-Kamiokande are already
fairly low (typically less than tens of events per kton-day), and the half-lives are fairly
short. The largest contribution to the background is from "N, which has the longest half-
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life of the 5~ + n decay isotopes, and contributes only 7.0 x 10™3 events per year. This

background is negligible for the antineutrino search.

6.9 Background Summary with AL Cut

With the total rate of signal events and accidental backgrounds all estimated, we are
ready to provide a cut on the likelihood ratio. The data-cleaning sacrifice, multiplicity cut
sacrifice, and neutron detection efficiency correction factors (summarized in Table [6.6]) are
applied to the reactor, (a,n), and atmospheric events. As discussed in Section [6.6.1] the
neutron detection efficiency scaling to the simulated events is 0.874 + 0.240 for the («,n)
events on the AV, and 0.921 + 0.213 for the others. The accidental background is estimated
from data and is not subject to the scalings that are applied to the other backgrounds.

The uncertainty on the reactor signal is dominated by the uncertainty in the neutron
detection efficiency correction (which itself is dominated by the correction for the trigger
efficiency). The uncertainty on the accidentals is dominated by the uncertainty in the
efficiency, determined from the mixed dataset. The uncertainty on the («,n) events are
dominated by the 100% cross-section uncertainty. The uncertainty on the atmospheric
events are dominated by the cross-section uncertainties, although both the flux uncertainty
and the neutron detection efficiency scaling uncertainty are also important.

The cut values on AL and ALy, are simultaneously tuned by scanning over cut values
and calculating the number of signal (s) and background (b) events that pass the cuts. The
optimal cuts are chosen by identifying the maximum s/ Vb while scanning over the two
cut values in steps of 0.05. Using this process, values of AL < -12.35 and AL < -0.05
were identified as optimal cut values. Table shows the resulting signal and background
counts after cutting on the likelihood ratio distributions. After the likelihood cut a total
of 2.16 4+ 0.49 signal events and 1.06 + 0.33 background events are expected. This gives a

s/Vb = 2.1.
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Table 6.19: A breakdown of the backgrounds and signal expectation after an optimized cut
of AL < -12.35 and ALt < -0.05. The second column gives the total number of counts per
livetime for the signal and each background component, after applying the correction factors
summarized in Table (some of which are specific to the reactor neutrinos), propagating the
uncertainties, and prior to applying the likelihood ratio cuts. All («,n) backgrounds are scaled
by 3.32 + 1.12. The efficiency reduction from the likelihood cuts is given in the third column.
The expected number of signal and background events after the likelihood ratio cuts is given in

the fourth column.

Background Counts/Livetime  Likelihood  Counts/Livetime
Efficiency (%)  after AL cuts
Reactor IBD 5.65 + 1.12 38.26 2.16 4 0.49
Accidental 1991 + 44 0.015 0.293 + 0.053
180 water 0.820 + 0.886 16.75 0.130 # 0.140
13C inner AV 0.306 £ 0.330 16.43 0.050 £ 0.054
13C outer AV 0.222 4 0.240 20.97 0.045 £ 0.048
180 inner AV 0.111 £ 0.120 16.55 0.014 + 0.015
180 outer AV 0.111 + 0.120 16.74 0.018 + 0.020
Total (v, n) 1.57 + 1.17 0.258 + 0.190
Ve 0.552 + 0.323 19.24 0.106 £ 0.064
v 0.791 =+ 0.438 19.00 0.150 % 0.090
vy 0.391 + 0.216 21.15 0.083 % 0.050
e 0.201 + 0.078 21.48 0.043 £ 0.017
7, 0.382 + 0.148 21.14 0.081 =+ 0.032
Uy 0.197 & 0.075 21.71 0.043 £ 0.017
Total atmospheric 2.51 + 1.28 0.506 + 0.270
Total background 1.06 £+ 0.33

However, as discussed in (146), s/v/b is not a good estimate of the expected discovery

sensitivity when the background has non-negligible systematic uncertainty. In this case,
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the Gaussian significance, Z, is better estimated by s/4/b+ ag, where oy, is the systematic
uncertainty on the background. However, this estimate also fails in the limit that the
background expectation is very small. A derivation of a more general formula is given in
(146), which is reproduced here:

o2 Y (R CEECCES. I PO T ) PO

Using the numbers in Table [6.19 gives Z = 1.6. Optimizing the likelihood ratio cut values
according to Equation [6.1§] gives very similar optimal cut values to those identified when

optimizing against s/v/b.

6.10 Partial Unblinding

A partial unblinding of the dataset is performed to ensure the analysis framework and
background expectations discussed in previous sections. Runs up to 202030, corresponding
to 48.9 days of livetime, are selected for unblinding. The full analysis is run over events
in the signal window, defined by the cuts in Table [6.1] as well as the likelihood ratio cuts
AL < —12.35 and AL,m < —0.05. Scaling to 49.8 days of livetime from Table [6.19], a
total of 0.56 4+ 0.13 reactor IBD events and 0.27 4+ 0.08 background events are expected.
Applying the analysis to the data, a total of 1 event is detected, consistent with the signal
plus background expectation. Figure shows the likelihood ratio distribution for events
in the signal window in linear and log scale. A total of 421 events are identified, with 3 of
them having values of AL less than -10. Information about these three events is given in
Table AL is plotted against AL.m for the events in the signal box in Figure
This partial unblinding confirms the framework and background expectation in the signal

window, but with low statistics.
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Figure 6.40: The likelihood ratio distribution for events in the signal window for the 25%
of the dataset that was unblinded, in linear (left) and log (right) scale. The three events with
likelhood ratio values less than -10 are detailed in Table

Table 6.20: Information about the three events in the 25% unblinded dataset (between runs
200004 and 202030) that pass a likelihood ratio cut of AL < —10. The first event is cut by
both the optimized likelihood ratio cut, AL < —12.35, and the atmospheric likelihood ratio
cut, AL,m < —0.05. The second event passes all cuts. The third event is cut by the optimized
atmospheric likelihood cut. The values of the observables are given for the prompt event unless

otherwise specified.

Run GTID At (ps)  Ar (mm) E (MeV) E (delayed) (MeV) B4 r(mm) AL Alatm

201003 7173577 47 1448 3.2 1.9 -0.08 4553 -10.4 0.60
201902 11118965 438 1432 4.3 2.5 0.44 4447 -13.7 -0.37
201933 14743076 251 1513 4.4 2.4 -0.09 5604 -15.2 1.6

6.11 Summary

In this Chapter I presented an analysis designed to detect antineutrinos from nuclear
reactors in the SNO+ detector, using 190.3 days of livetime. Because of the relatively
low flux and detection efficiency, a detailed understanding of the signal and background
expectations is required. The AmBe calibration source data is used to understand the

relative neutron detection efficiency between the simulation and data. The background is
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Figure 6.41: The likelihood ratio vs. the atmospheric likelihood ratio for events in the signal
window for the 25% of the dataset that was unblinded.

broken up into three distinct components: accidental coincidences, («,n) interactions, and
atmospheric neutrino interactions. Each of these background is studied independently in
separate sidebands. The accidentals are directly measured in the data using a window in
At past 500 ps, while the («,n) and atmospheric backgrounds are checked in sidebands
in radius and multiplicity respectively. Lastly, a cut on the likelihood ratio parameters is
tuned to maximize the sensitivity of the search.

Importantly, a particularly difficult background for this search is (a, n)'®O interactions
within the internal water. Using the predicted rates of ?'°Po in the detector, this background
is expected to be fairly small; indeed, from Table[6.19 the contribution is less than 0.2 events

in 190.3 days of livetime. However, this is the only background that has not been measured
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6.11 Summary

in a sideband, primarily because it is virtually indistinguishable from the signal (other than
the prompt event being slightly lower in energy). If the rate of these interactions was about
15 times larger than expected, it would be the dominant background for this search. While
a measurement of the (a,n) rate along the acrylic yielded an observation about 3 times
larger than the calculation, this result is not directly applicable for the internal water. The
most direct way to constrain this background is through ex-situ assays of the water, which
measure the radioactivity levels in a sample removed from the AV. This has been performed
for SNO—+, but the efficiency of the assays has yet to be completely understood and the
results are not included in this thesis. In the future, ex-situ measurement might be able to
directly constrain this background and improve the interpretability of the final result.

For this dissertation, the signal region for 25% of the livetime has been unblinded, in
which one event is observed — consistent with the expectation. In the final analysis, ad-
ditional data will be included, increasing the livetime to more than 300 days. This future
work will build on the analysis presented in this thesis to analyze the full dataset. Further-
more, it is expected that the signal sensitivity can be increased by including more fiducial
volume, particularly in the external volume, which was not considered in this thesis. With
these improvements, it is expected that SNO+ will make the first significant detection of
reactor antineutrinos in a pure water Cherenkov detector. Already established in this work
is the first observation of («,n) interactions in a water Cherenkov detector. In addition to
demonstrating the feasibility of a technology, the analysis approach and background esti-
mation presented in this thesis will be useful to future detectors searching for antineutrinos,
such as WATCHMAN (121) and Super-K Gd (101).
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Chapter 7

R&D for SNO+4 and Future
Large-Scale Water Cherenkov and

Scintillator Detectors

Critical to the success of SNO+ is the performance of the PMTs and liquid scintillator.
The R1408 PMTs in the SNO+ detector are reused from the SNO detector, and are identical
to the ones used in the LSND experiment, which were reused by MiniBooNE (147). These
PMTs are fairly low quantum efficiency (~ 15%), have a transit time spread of about 1.6 ns,
and an average charge peak-to-valley ratio slightly above one. An example of the transit
time distribution for the R1408 PMT, as measured for one PMT removed from the SNO
detector, is shown in Figure [[.Jl The R1408 provides a good reference for large-area PMT
R&D, as any new PMT should outperform this PMT.

For future detectors, such as upgrades to ANNIE (122) and SNO+ (40), WATCHMAN
(121), JUNO (16), THEIA (86), Jinping (87), and Hyper-K (148), the use of high-efficiency
and fast-timing large-area PMTs with relatively low dark rates will be essential. Testing of

several large-area PMTs is discussed in Section [7.1]
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Figure 7.1: Transit time spread of a SNO PMT (removed from the detector), measured relative
to a fast trigger PMT using a source of Cherenkov light. The ¢ of the prompt peak shows the
expected TTS of approximately 1.5 ns. The operating voltage of 2000V is typical for the R1408
PMTs and the dark rate of about 1 kHz is typical at room temperature. The coincidence rate
is kept below 5% in these measurements to ensure the events are primarily SPE. The late ratio
is the fraction of PMT hits outside of the prompt peak.

The success of the SNO+ physics program will largely be determined by the performance
of the liquid scintillator. Excellent optics and radiopurity of the scintillator would ensure a
low backgrounds search for Ov55. The measurement of several important optical properties
are discussed in Section[7.2l In particular the scintillator emission timing is critical for 5 and
« discrimination which allows the rejection of backgrounds from BiPo coincidence events.
The light yield of the scintillator, critical for the energy resolution of the detector, is also
measured. Simulations of the bench-top setups are performed to ensure the scintillation
model in RAT reproduces the results, which provides justification for using the model to

extrapolate to large scales.
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7.1 Large-area PMTs

7.1 Large-area PMTs

In this section, I focus on the characterization of several large-area PMTs. Two of
these PMTs are already used in current generation experiments; the HQE R5912 PMTs
are used in the DEAP dark-matter experiment (149) and the 1l-inch ETEL PMT are
used in the ANNIE experiment (122). Other large-area PMTs of note are the 12-inch HQE
Hamamatsu PMT, also characterized in our darkboxes in (150), and the 10-inch Hamamatsu
PMT is characterized by the IceCube detector in (149). Perhaps the most intersting PMT
characterized in this section is the R5912-MOD PMT, a prototype 8-inch Hamamtasu PMT

that provides state-of-the-art timing and charge reponse.

7.1.1 Experimental Setup

The experimental setup used to characterize each of the PMTs varies little between the
measurements. The basic setup uses a UV transparent acrylic block embedded with two
908r source, which is optically coupled to an R7600-U200 1-inch square Hamamatsu PMT.
The R7600-U200 PMT is used as a fast trigger; the TTS of this trigger PMT is around
250 ps so it adds negligible jitter to the measured TTS of the large-area PMTs. The acrylic
block provides a source of Cherenkov light and is referred to as the ‘Cherenkov source’. The
Cherenkov light is produced in the 3 decays of ?°Sr and “°Y. The ?°Sr undergoes a 0.546
MeV B~ decay to 2°Y with a half life of 29.1 years. The °Y undergoes a 2.28 MeV B~
decay to °Zr with a half-life of 64 hours. The 8~s from both decays enter the acrylic and
create Cherenkov light. The emitted Cherenkov light has the advantage of being produced
with an extremely narrow spread in timing. Additionally, the wavelength spectrum of
Cherenkov light is well-known and spans the same spectrum as many common scintillators.
The Cherenkov process produces few enough photons per interaction to make it easy to
move the PMT far enough away from the source to primarily see single photons. The UV

transparent acrylic is the same acrylic as used in the construction of the SNO acrylic vessel.
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7.1 Large-area PMTs

The PMT to be characterized is kept at least 30 cm away from the Cherenkov source,
depending on the PMT used, in order to maintain a primarily SPE source of light. Addi-
tionally, this distance ensures that the entire front-face of the PMT is illuminated. This
setup is housed in a darkbox and the high voltage is provided to each PMT by the ISEG
NHS supply, a high precision, six-channel NIM module. The darkbox is lined with Finemet
magnetic shielding in order to minimize interference from the Earth’s magnetic field. A
Lecroy WaveRunner 606Zi 600MHz oscilloscope is used to digitize the signals from both
the R7600-200 and the characterization PMT. The signal from the R7600-200 PMT is used
to trigger the oscilloscope readout, and the PMT is referred to as the trigger PMT in this
paper. For the SPE measurements the waveforms extracted were 500.2 ns long using 50 ps
samples. The scope has an 8-bit ADC with a variable dynamic range, which allowed for
roughly 300 pV vertical resolution. The LeCrunch software (151) was used to readout the

data from the scope over ethernet as well as format the data into custom hdf5 files.

7.1.2 Analysis

The DAQ and analysis used for the various measurements in this section is consistent
across the PMTs. All of the setups are chosen such that the PMT detects primarily SPEs.
The shape of the SPE distribution, the width of the SPE peak, and the lack of a high or
low charge tail are important components of the average PMT pulse shape. This is char-
acterized by taking data where the coincidence rate between the trigger and a pulse on the
measurement PMT is kept low (less than 5%), which ensures the data captured at the large-
area ‘measurement PMT” is primarily SPE. The charge of the SPE pulses is histogrammed,
and should peak around 1.6 pC, corresponding to a gain of 1 x 107. In order to produce
the SPE charge distribution, the analysis code integrates each digitized waveform using a
30 ns window around the arrival time of the prompt light. The first 100 ns of the waveform
is used to calculate the baseline of the waveform. The prompt light comes well after the

baseline window has ended. However, on occasion a PMT pulse generated by dark current
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7.1 Large-area PMTs

ends up in the baseline window, which drags the baseline down. If there is any pulse above
the electronics noise in the baseline window the entire waveform is thrown out. This ends
up rejecting less than 0.1% of the total collected events. The following parameters are used

in the characterization of the SPE charge distribution:

Charge FWHM: 20,..1+/2log(2), the FWHM as determined by the fit to the charge
peak.

Peak-to-Valley (P/V): The height of the charge peak divided by the height of the
minimum of the valley. The minimum of the valley is determined by a quadratic fit between
the electronics noise and the charge peak. This parameter is a strong indicator of how often a

PMT’s pulse will cross a given discriminator threshold (higher P/V means higher efficiency).

High charge tail: The number of events above 30 divided by the number of events

above 3ognyw. This indicates the amount of multi-PE contamination into the SPE sample.

In addition to the PMT charge distribution, the transit time distribution is critically
important. The transit time is the amount of time it takes for a photoelectron created at
the photocathode to travel through the PMT and be detected as an output pulse from the
anode. This time varies from one photoelectron to the next and the spread in the transit
time distribution is one of the most important characteristics of a PMT. The transit time
spread is largely determined by the electron optics of the PMT particularly between the
photocathode and first dynode as well as between the first and second dynodes.

In order to extract the timing distribution, coincidence events are identified and the
peaks of both the measurement PMT and the trigger PMT signals are found. Then a
constant fraction discriminator is applied in analysis to each waveform and the samples

corresponding to 20% of the peak height are found. The time difference, At, between those
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7.1 Large-area PMTs

samples is histogrammed. To extract the full transit time distribution the waveform is
stepped through in 30 ns windows, looking for PMT pulses. The 30 ns window was chosen
to span the entire width of the even the largest SPE waveform. If the charge of the window
is larger than 0.2 pC, than the peak of the waveform is found and At is histogrammed. In
this scheme, a single waveform can contribute multiple times to the transit time distribu-
tion. This happens most often for double pulsing and for waveforms that have both a dark
pulse and a prompt pulse. The 0.2 pC is a conservative threshold determined by the width
of the electronics noise (10 x ENW) so as to be sure no electronics noise is included in the

transit time histogram. The following timing distribution characteristics are extracted:

Pulses (PMT hits) above the noise: The number of PMT pulses in the transit time
distribution. Unless otherwise specified, the total number of waveforms analyzed is around

one million.

Prompt sigma: The prompt light is the primary contribution to the transit time dis-
tribution. The spread in time of the prompt light is characterized by fitting around 10%
of the peak height on either side of the peak. The ogpr of a Gaussian fit is referred to
as the transit time spread (TTS). The TTS extracted is influenced by several factors: the
statistics in the peak, the systematics of the setup, the contamination of MPE hits, and
uncertainties associated with the Gaussian fit to the peak. The number of waveforms in the
datasets was intentionally taken in order to maintain around 1% statistical uncertainty on
the prompt peak. The systematics associated with the experimental setup and the multi
PE contamination, which are tied together in the distance and angle from the source, were
studied by taking data at various distance and angles from the source, up to a coincidence
rate of roughly 5%. The measured TTS varied by up to 3%. Finally, the fit uncertainties
were determined by running the fit over various reasonable ranges, rather than 10% of the

peak height on either side. This uncertainty turned out to be the largest at 5%. By fitting
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7.1 Large-area PMTs

over smaller or larger ranges, the extracted TTS changes by around 30 ps.
Prompt FWHM: 205pp+/210g(2), the FWHM of the prompt fit.

Prompt coincidence rate: The coincidence rate of the prompt light. This parameter
was intentionally kept to less than 5% by placing the R5912-MOD PMT 30 c¢m from the

Cherenkov source. That was done to minimize MPE contamination into the SPE sample.

Dark rate: The rate of PMT pulses that fall outside the late pulsing and prompt puls-
ing regions. The cause of dark noise is discussed in

Late ratio: The rate of PMT pulses that fall within a late window, between roughly
10 ns and 60 ns after the prompt peak, depending on the PMT. These values were chosen

empirically and are somewhat arbitrary.

Other than the charge and timing distribution, the relative efficiency between PMTs can
be compared using the coincidence rate between the trigger and the measurement PMT.
Given the distance to the source remains constant and the size of the photocathode is the
same, the relative coincidence rate is indicative of a change in efficiency. In all cases, dark

counts are removed when calculating the coincidence rate. The total efficiency is given by:
E=QFEXxCE X FE, (7.1)

where the quantum efficiency (QFE) is the efficiency a photoelectron is created given an
incident photon, and is wavelength dependent, the collection efficiency (C'E) is the efficiency
in which a created photoelectron is focused, multiplied, and produces a signal at the anode,
and the front-end efficiency (FE) is the efficiency at which the PMT pulse crosses the
discriminator and analysis thresholds. Between various PMTs each one of these factors can

be different, and the relative coincidence rate only measures the relative total efficiency, E.
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7.1.3 R5912-MOD PMT

The R5912-MOD is an 8-inch PMT developed by Hamamtasu Photonics with 10 linearly
focused dynode stages. Shown in Figure is the PMT specifications showing the dimen-
sions, photocathode area, and basing diagram. Three R5912-MOD PMT's were tested and
compared to similar PMTs. These prototype PMTs are expected to be less efficient than
Hamamatsu’s R5912-200 PMTs, which peak around 35% quantum efficiency (QE); however
Hamamatsu could incorporate the super bialkali (HQE) photocathode on these PMTs (23).
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Figure 7.2: The R5912-MOD specifications provided by Hamamatsu photonics (23).

Several base designs were tested for use with the R5912-MOD PMT. The voltage divider

ratios for each dynode stage as implemented in the final base design is shown in Table [7.11
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7.1 Large-area PMTs

The base design determines the high voltage that needs to be supplied to achieve a gain of
1 x 107, and was tuned so that the PMT operated at around 1800V.

| - | K [DY1] G [DY2 [ DY3 [ DY4 | DY5 | DY6 | DY7 | ACC | DY8 | DY9 | DY10 |
Res. (ratio) | 11.5 1 35| 4 2 2 1 1 0 1 1 1 1
Cap (uF) 0.01 | 0.01 | 0.01

Table 7.1: Voltage divider ratios between each stage. For example the ratio for the drop from
the cathode to the first dynode is 11.5 times larger than the voltage drop between the first
dynode and the grid. The total resistance across the entire base is 16.8 M.

The SPE charge and timing distributions for the R5912-MOD PMT are shown in Figures
[[3and[[.4 These distributions are extracted using the setup described in Section [.1.1] and
the analysis described in Section [[.T.2l The charge distribution features a peak-to-valley of
almost five, more than a factor of four better than the R1408 PMTs. The small two PE
peak in the charge distribution can be clearly identified around 3.2 pC due to the narrow
width of the charge distribution. The transit time distribution features a spread of about
640 ps, which is state of the art for large-area PMTs. The fast timing featured by this PMT
makes it a particularly interesting candidate for use in future detectors.

The components of the transit time distribution can be broken up into the following

categories:

Prompt pulses: The prompt peak makes up the primary response of the PMT, the
spread of which is influenced heavily by the electron optics in the PMT. The prompt peak

makes up 91.7% of the timing response.

Late pulses: The late light is the second largest component of the timing distribution,
and is responsible for the peak at about 95 ns in Figure The late light is caused by an
elastic scatter off of the first dynode in which the photoelectron that travels back toward the

photocathode before returning to the first dynode and causing the emission of secondary
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Figure 7.3: The charge distribution of the R5912-MOD PMT. Shown in the statistics box is
some important characteristics of the SPE charge response. The Guassian fit to the SPE peak
is shown in red. The x2/NDF is 70.68/59.

electrons. The late pulsing for these PMTs makes up about 6.1% of the PMTs response,
which can be compared directly to the late ratio statistic in Figure [[.4] which does not

correct for double pulsing.

Double pulses: The double pulsing has a similar time structure to the late light; how-
ever, in addition to the late pulse there is also a prompt pulse in the waveform. The time
structure of both the initial prompt pulse and the later pulse is shown in Figure The
double pulsing is caused by an inelastic scatter off of the first dynode. There is enough
energy transfer for secondary emission to take place; however, the photoelectron also recoils
back toward the photocathode. Because the initial photoelectron does not maintain its full
energy, it recoils over a shorter distance and thus it is expected that second of the double

pulses to come slightly earlier than the late pulses. Figure shows that is indeed the
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Figure 7.4: The transit time profile of the R5912-MOD. Shown in the statistics box is some
important characteristic of the SPE time response. The Gaussian fit to the prompt light peak

is shown in red.

case; the second pulse in the double pulsing arrives early on average than the late pulsing.

Double pulsing makes up about 2.2% of the total timing structure.

Pre pulses: Pre pulsing is caused when a photon is transmitted, rather than absorbed
or reflected, by the PMT glass and photocathode. The photon travels through the PMT
vacuum and can strike the first dynode, causing the creation of a photoelectron at the first
dynode rather than at the photocathode. One would expect to see this pre pulsing peak in
the transit time distribution about 10ns before the prompt peak; however we cannot resolve

any pre pulsing above the dark rate.

Dark rate: Dark pulses are caused primarily by thermionic emission of an electron at

the photocathode and are not caused by incident light. There are several other ways to
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7.1 Large-area PMTs

get dark current at the photocathode, including Cherenkov light produce by muons passing
through the glass. Dark pulses are not a part of the transit time distribution, but provide

a flat background that is accounted for when calculating the various percent contributions.

Figure shows the R5912-MOD transit time distribution broken down into the various
components. For the three PMTs tested the dark rate was between 2 to 5 kHz. The PMTs
sit in the dark box for eight hours before the dark rate is extracted. With the statistics
collected for this PMT, pre pulsing is not evident and must make up less than 0.1% of the

total transit time distribution.
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Figure 7.5: The transit timing profile of the R5912-MOD broken down into the various com-

ponents that make up the structure.

Both the SPE charge and time response were characterized as a function of gain. The
high voltage was changed from 1700 to 2100V in 50V steps, providing gains that range from
about 0.45 to 1.7 x107. Various important SPE characteristics are tabulated against the
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high voltage supplied in Table Notably, the relative efficiency, characterized by the
coincidence rate, increases by 9% across the range of gains. The TTS remains constant

across the high voltage values.

High Voltage (V) Coincidence Rate (%) Peak (pC) TTS (ns)

1700 3.75 0.73 0.67
1760 3.82 0.91 0.64
1800 3.91 1.06 0.64
1880 4.00 1.36 0.65
1920 4.10 1.55 0.65
1960 4.12 1.78 0.62
2000 4.11 2.01 0.62
2100 4.13 2.69 0.65

Table 7.2: The SPE performance for the ZC2722 R5912-MOD PMT across gains spanning
roughly 0.45 x 107 to 1.7 x 107. The coincidence rate changes by about 9% across the gain

change and the TTS is constant within uncertainties.

In addition to measuring the charge and time response of the PMTs, the shape of the
SPE waveform is characterized. The PMT waveforms are fit to a sum of three lognormal

functions, given by:

2
AR L
= e 3 v s 72
/ et toiV 2w (72)

where o;, N;, and 7; for all three lognormals are floated in the fit. A example of this fit
to a PMT waveform is shown in Figure The PMT waveform is clearly non-Gaussian
and is well characterized by the triple lognormal fit. Additionally, this function allows one
to easily characterize common PMT features, such as the overshoot on the falling edge.
This model is useful for building an accurate pulse shape model in simulations for correctly

modeling the PMT response.
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Figure 7.6: An example of an R5912-MOD PMT waveform with a triple lognormal fit shown

in red.

The efficiency of the R5912-MOD PMT is compared to the R5912-200 and R1408 PMTs,
both 8-inch PMTs developed by Hamamatsu, by measuring the coincidence rate for each
PMT in the same setup. The relative efficiencies and other SPE parameters are compared
between these PMTs in Table [[3l It is clear that the R5912-200 PMT is the most efficient
PMT, as expected, about a factor of 2 more than the R1408 PMT and a factor of 1.5 more
than the R5912-MOD PMTs. The TTS and P/V is best in the R5912-MOD PMTs, which
have a TTS around 0.65 ns and a P/V around 4.0.

Th afterpulsing of the R5912-MOD PMT's was also measured using a slightly different
setup. Afterpulsing is caused by ionization of residual gases in the PMT, and is described in
Section The setup used to probe afterpulsing consists of a 390 nm LED is collimated
and passed through a 10nm wide optical filter, directed at the center of the R5912-MOD
PMT. The beam spot of the LED is directed at the center of the PMT and is tuned to be
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PMT Coinc. Rate (%) Rel. Eff. TTS (ns) Late Ratio (%) P/V  HV
R5912-HQE 5.32 1.0 0.87 7.58 2.96 1740V
R1408 PBUT 2.47 0.46 1.51 7.18 1.08 2000V

R5912-MOD Z(C2722 3.47 0.65 0.72 8.34 4.28 1840V
R5912-MOD Z(C2723 3.44 0.65 0.63 8.09 4.46 1940V
R5912-MOD Z(C2728 3.39 0.64 0.69 8.94 3.96 1740V

Table 7.3: The table of coincidence rates, TTS, late ratios, and peak to valleys of the three
R5912-MODs tested as well as an R1408 and R5912 HQE for comparison.

about 2 cm in diameter. The signal to the LED is provided by a Agilent 33503A waveform
generator, which pulses the LED with roughly 30 ns wide square pulse. The intensity of
the LED is tuned using the pulse amplitude, and measurements have been made at several
different intensities. The frequency of the pulses is set to 1 kHz so that there is no pile-up.

The signal from the rising edge of the signal provided by the waveform generator is used
as a trigger. This ensures that the prompt light at the PMT comes after the trigger at a
fixed amount of time. The scope settings are also adjusted so that the waveforms extracted
are much longer in length, 50 us, and the sampling time used is 0.1 ns which provides far
better resolution than necessary. There is an intrinsic jitter on the prompt signal at the
PMT associated with the width of the pulse driving the LED, which is dealt with in analysis.
Because the afterpulsing distribution is very broad in time this 30 ns is a negligible jitter.

Figure [(.7] shows a 2D histogram of the At against charge of the afterpulses identified.
There are two broad peaks around 1 us and 6 us with some additional structure early in
time (around 400-600ns) and late in time (around 10 ps). The PMT for this measurement
was run with a gain such that the peak of the charge distribution was around 2 pC. Figure
shows that the majority of the afterpulsing are SPE, with a fairly large tail out to
about 10 PE. The flat distribution after 20 us is primarily due to dark pulses. Lastly, the
afterpulsing rate per prompt photoelectron is identified as 16%, about an order of magnitude
higher than the R1408 PMTs.
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Figure 7.7: A 2D histogram showing the time between the prompt light and the afterpulse
plotted against the charge of the afterpulse.

Overall, the R5912-MOD PMT shows excellent SPE characteristics, particularly an
extremely narrow TTS for a PMT of its size. However, in conversations with Hamamatsu,
the 100 mm neck shown in Figure leads to pressure stability issues and is not feasible to
be used in a large scale detector. New versions of the R5912 PMTs with similarly excellent

timing, improved efficiency, and reduce after-pulsing are possible for the future (@)

7.1.4 11-inch ETEL PMT

The D784KFLB PMT developed by ET Enterprises has an 11-inch diameter photocath-
ode and twelve linear-focused dynode stages. A known issue with these PMTs is a roughly
0.35 inch in diameter ‘swirly’ spot in the center of the front face, where the efficiency of the
tube is anticipated to be impacted. The expected efficiency of these PMTs peaks at 30%.

Fifteen different ETEL PMTs were analyzed in the setup described in Section [Z.1.1]
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and the digitized waveforms are analyzed using the procedure outline in Section A
summary of the SPE results for these PMTs are shown in Table [[.4l The details of the
characterization can be found in (152) and the PMTs are now deployed in the ANNIE
detector (122). The ETEL PMTs are particularly interesting because they provide a US-

based competitor to Hamamatsu for the production of large-area PMTs.

11-Inch ETEL Average Standard Deviation Minimum Maximum

Charge FWHM (pC) 1.44 0.40 1.11 2.73
Peak/Valley 2.32 0.67 1.15 3.68
High Charge Tail (%) 3.86 1.28 0.921 5.71
TTS (Cprompt) (1S) 1.98 0.17 1.79 2.47
Late Ratio 4.51 0.74 3.0 5.76
Operating Voltage (V) 1330 117 1183 1575

Table 7.4: Summary of the SPE results for the D784KFLB ETEL PMTs. The operating
voltage for all PMTs was adjusted for a gain of 1 x 107, corresponding to a SPE peak of 1.6pC.
This table includes the results for 19 PMTs.

7.1.5 R5912-200 PMT

The R5912-200 high quantum efficiency PMTs are a version of the Hamamatsu R5912
8-inch PMT with a higher efficiency photocathode (improved from a quantum efficiency
peaking at about 20% to 35%). A detailed characterization of these PMTs is performed
in-situ by the DEAP collaboration, which deploy 255 of these PMTs (153).

Four R5912-200 PMTs were added to the SNO-+ detector in 2017 while the detector was
filling with water. To install them in SNO+, a custom base based on the DEAP designed
was fabricated, shown on the left in Figure[7.8 Additionally, the wider neck (relative to the
R1408 PMTSs) required a new, custom waterproof potting. The finished product is shown
on the right in Figure [[L8l These PMTs operate at high voltages around 1500V, which
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required careful tuning of the feed resistors in the PMTICs corresponding to the channels

for the four HQE PMTs.

Figure 7.8: The base used for the R5912-200 HQE PMTs (left). An R5912-200 HQE after
custom potting, before going into the SNO+ detector (right).

The goal in installing these PMTs is to make in-site measurements of the PMT response
and compare directly to the R1408 response. A measure of the charge, timing, and efficien-
cies of these PMTs using SNO+ calibration data is useful for understanding how SNO+
would perform if the collaboration was able to replace all of the R1408 PMTs with these
PMTS. The R5912-200 PMTs are installed in the same concentrators as the R1408 PMTs.

Before entering the detector, the four PMTs were characterized at Penn using a source
of SPEs in a darkbox. The quantum efficiency of the R5912 compared to two SNO PMTs
is shown in Figure (left). At 400 nm, where the peak of the scintillation light lies, the
R5912 HQE PMTs is about twice as efficienct. The SPE charge distribution for the R5912
compared to the SNO PMTs is shown in Figure The charge distribution of the R5912
HQE’s have a much higher peak-to-valley ratio and a smaller high-charge tail. Thes features

improve the efficiency at which a PMT pulse crosses a discriminator threshold at one-quarter
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PE (the ‘front-end efficiency’) because more there are fewer small SPE PMT pulses that
fail to cross threshold. Thus, these PMTs would improve both the detection efficiency and
the front-end efficiency of the detector. The transit time distribution for these HQE PMTs
is shown in Figure [Z.IIl A TTS of 0.8 to 0.9 ns is measured, compared to approximately
1.5 ns for the R1408 PMTs. Additionally, the late-pulsing makes up about 5% of the total
distribution, which is slightly lower than the SNO PMTs. The details regarding these
measurements can be found in much more detail in (154). Overall, if SNO+ were able to
replace the PMTs in the detector with these HQE PMTs it would drastically improve the

energy and position resolution of the detector, allowing SNO+ to lower backgrounds.
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Figure 7.9: The R5912-200 HQE detection efficiency curve compared to two SNO PMTs.

Relative scaling between PMT efficiencies is from bench-top data at Penn.
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Figure 7.10: The R5912-200 HQE SPE charge distribution compared to two SNO R1408
PMTs.

7.2 Liquid Scintillator

The optical performance and radiopurity of the SNO+ liquid scintillator, LAB+PPO,
are cruicial to the success of the experiment. In addition to LAB+PPO, enormous R&D
effort has gone into developing and understanding the optics and stability of tellurium loaded
liquid scintillator. The measurements presented in the section focus on unloaded LA+PPO
(2 g/L), LAB+PPO+bisMSB (15 mg/L), and Te-loaded LAB+PPO. The Te is loaded using
1,2 butanediol and N,N-Dimethyldodecylamine (DDA) as surfactants. Notably, the light
output of the Te-loaded LAB4+PPO is quenched relative to LAB+PPO, leading to a lower
light yield. Additionally, the « and [ emission time profiles are altered by the additional
quenching. Interestingly, the DDA reduces the overall quenching and recovers about 15%
of the light yield lost by loading the tellurium with 1,2 butanediol.

Prior to filling and running the detector with liquid scintillator, predictions regarding the
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Figure 7.11: The R5912-200 HQE SPE transit time distribution.

detector performance and sensitivity to various physics (0v3/3, solar neutrino interactions,
etc) are critically important to guide the collaborations effort in maximizing the potential of
the detector. In order to perform these predictions, developing a detailed scintillator model
that accurately predicts the behavior of the scintillator is crucial. This is not an easy task
— liquid scintillator behaves observably different at different scales due to the absorption
and re-emission of the scintillator. The average absorption length is wavelength dependennt
and can range from less than a mm to several meters, depending on the concentration of
the various fluors and wavelength shifters and in the production of the LAB. Measurements
on the bench-top presented in this chapter are critical components of the full scintillator
model. Additionally, significant effort is expended to model each of the bench-top setups
in the RAT Monte Carlo software, used for the full detector simulation, in order to make
predictions with the scintillator model that can be tested on the bench. This at least gives

small-scale verification of the detailed model. A larger scale test of the model is presented
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in Section

Liquid scintillators are a commonly used target for counting of radioactive samples. The
ionizing radiation excited the solvent molecules, which transfers its energy non-radiatively
to the fluor. As the excited molecules relax to the ground state, de-excitations photons are
emitted. There are several critical characteristics of the liquid scintillator and the emitted
photons: the decay time of the scintillator, the total number of emitted photons (light
yield), and the wavelength emission and absorption spectra of the fluor.

Upon excitation from a charged particle, the scintillator can enter a spin 0 singlet excited
state or spin 1 triplet excited state. The singlet de-excites quickly and is often referred to
as the fast scintillation component. The triple state de-excited over a longer period off time
and results in a long-time scintillation component. Empirically, the scintillation emission
time is often described by summing several decay exponentials with different time constants

of the form: .

3 g exp(—t/7:), (7.3)

i=1 "
where 7; is the decay time constant associated with the ¢th exponential component weighted
by N;. This model is often chosen to include three or four components, depending on the
scintillator used. For the measurements presented in Section [7.2.3] an empirical model using
an n = 4 decay exponential is selected. Similar methods for measuring the LAB+PPO time
profile are discussed in (155), (156), (157), (158).

7.2.1 Experimental Setup

The experimental setup for the scintillator light yield and emission timing are similar.
In both cases, the source of scintillation light is a °Sr or 2'°Po source deployed above a
hollowed-out UVT acrylic block filled with scintillator. The acrylic block is 3 x 3 x 3.5 cm
and the cylindrical volume hollowed-out is 2 cm in diameter. The source is similar to the

Cherenkov source described in Section [Z.T.Il Nitrogen is bubbled through the 15 mL of
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liquid scintillator for fifteen minutes in order to remove dissolved oxygen, which can cause
some quenching.

A picture of the setup used to characterize the scintillator emission timing is shown in
Figure [[.121 This setup utilizes a 1-inch square Hamamatsu R7600-U200 PMT optically
coupled to the scintillation source, which is used to trigger on the scintillation signal. A
second R7600-U200 PMT is located about 30 cm away from the scintillation source, which
detects primarily SPEs.

Figure 7.12: The scintillator emission timing setup, which includes an R7600-U200 PMT
optically coupled to the scintillation source, which is used as a fast trigger. In this picture, a
red 219Po disk source is deployed above a sample of liquid scintillator, held inside a UVT acrylic
block. A second R7600-U200 PMT located about 30 cm away from the scintillation source.

The light yield setup is similar to the timing setup, with the second R7600-U200 PMT
replaced by an 8-inch Hamamatsu R1408 PMT, the same type as those deployed in the
SNO+ detector. This PMT was chosen because the existing PMT model in the SNO-+
Monte Carlo is well understood, which allows us to build a detailed model of our setup into
RAT. The DAQ and electronics are identical to the one described in Section [.LI.Il In both

setups the digitized waveforms are analyzed using offline C++ code.
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7.2.2 RAT Model

The simulation of the darkboxes utilizes RAT, the same software used to simulate the
SNO+ detector. The goal of including a detailed model of the timing and light yield setups
is to confirm the scintillator model against bench-top data at various scales in order to
confidently extrapolate to the scale of the full detector.

The RAT model includes the PMTs and scintillation source locations, as shown in Figure
[Z.13 for the emission timing and light yield setups. The ?°Sr or 2! Po sources are modeled
as a point source of isotropically emitted 8 or « particles according to the appropriate

spectrum.

Figure 7.13: The RAT model of the scintillation emission timing setup (left), corresponding to
Figure [[.12] and the light yield setup (right). The blue lines show the paths of various optical
photons. The 1-inch Hamamatsu trigger and measurement PMTs are shown for the timing
setup and the R1408 PMT is shown in the light yield setup.

The simulated efficiency of the PMTs is taken from the Hamamatsu datasheet, and the
overall normalization to the efficiency curve, which impacts the light yield measurement, is
calibrated. The calibration method is discussed in Section [[2.4l For each detected photon,
a simulated PE is created. The PMT pulses for each PE are modeled using a lognormal
distribution, shown in Equation [.2] that draws from parameters taken from fit to the SPE
data. An example of a fit is shown in Figure [[.T4] which includes the list of parameters for

that particular fit. After creating a pulse for each PE, the pulses are summed in-time for
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every PE detected by a particular PMT. Lastly, electronic noise is added to the pulses, the

magnitude of which comes directly from in-situ data.
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Figure 7.14: A R7600-U200 SPE waveform fit to a triple lognormal distribution (Equation
[[2)). The corresponding best fit parameters are shown.

After generating the total pulse shapes for both the trigger and measurement PMT, the
waveforms are digitized using a model of the oscilloscope. The oscilloscope model samples
the waveform at the appropriate rate and saves the output voltage for each sample and
channel. The waveform for the channel chosen as the trigger is compared against a tunable
threshold and if it crosses threshold, the waveform is written to disk. The files are formatted
identically to the data, in hdf5 files that can be processed by the same code used to analyze
the data. Figure shows an example simulated event that crosses trigger threshold for
a setup with an R7600-U200 trigger PMT and an R1408 measurement PMT.
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Figure 7.15: Simulated digitized waveforms for a R7600-U200 and R1408 PMTs. The R7600-
U200 waveform is compared agianst a trigger threshold. For triggered events, the simulated
waveforms for up to four channels are written to disk in .hdf5 format.

7.2.3 Emission Timing

The emission time profiles for LAB+PPO and Te-loaded LAB+PPO are characterized
in this section. The LAB4+PPO emission time is important for background rejection during
the unloaded phase, which would improve the solar neutrino and reactor antineutrino mea-
surements. Similarly, the emission profile of the Te-loaded LAB+PPO scintillator is critical
to understand for background rejection in the Ov33 phase.

In order to select a pure sample of either 5 or « particles interaction in the scintillator,
a cut on the charge of the trigger PMT is used. For events passing the charge cut, the
analysis finds time of the 40% crossing for both the trigger PMT and the measurement PMT
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and histograms the time difference, At. A measurement taken with no source indicated a
negligible background rate from non-source related events. The LAB+PPO and Te-loaded
LAB+PPO time profiles for f and « particle excitation is shown in Figure Notably,
the triplet state excitation in the Te-loaded LAB+PPO is quenched relative to LAB+PPO,
which causes less light to be emitted at later times. For both scintillators the « particle

excitation yields a significantly longer tail, which can be used for pulse shape discrimination

between (s and as.
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Figure 7.16: The 8 and « timing profiles compared for LAB+PPO (left) and Te-loaded
LAB+PPO (right). For both scintillators the a particles causes a time profile with a longer
tail, which can be used to discriminate between g and « particle excitation. The Te-loaded
LAB+PPO has a quenched triplet state excitation relative to LAB+PPO, which reduces the

number of photons emitted at larger times.

The At spectra are fit using the RooFit package (159), where the scintillation emission
time profile is modeled as the sum of four decay exponentials, as shown in Equation [7.3

The full fit equation, which includes several detector related components given in Equation

4

184



7.2 Liquid Scintillator

1 (t—p)? 4 N, 1 _%
F=A4; x e 202 X E et/ 4 Ay X | ———e Zoap + As 7.4
V2mwo? T /2o 74
= ap

The fit to the time-profile can be separated into three distinct components. The first
component describes the emission time-profile of the scintillation light convolved with the
PMT response function. This is modeled as a Gaussian convolved with the sum of four
exponentials. The exponentials are convolved with a Gaussian, used to model the transit
time spread of the PMTs. The PMT response function has a width, o, of 600 ps and mean,
1, constrained around the prompt peak. The width of the PMT response is determined in
a separate measurement using a source of Cherenkov light, and is allowed to float in the fit
in the range of the uncertainty provided by that measurement

The second component is a small Gaussian after-pulsing peak that occurs around 160 ns
after the initial prompt light. The details of this after-pulsing feature are measured sepa-
rately and used to constrain the parameters, pq, and ogp, in the fit. This after-pulsing peak
is can be identified in the Af histograms as a small peak around 200 ns. It is more clear
in the 8 particle data, due to the fact that there is less scintillation light emitted with the
longest time-constants.

The final component is used to model the dark-rate, which contributes a flat background
in the At histogram. The relative normalizations of the three components of the fit are
handled using A;. The fit to the 8 and « particle LAB+PPO data is shown in Figure [(. 17
Note that the At offset from zero is arbitrary and included various cable delays and DAQ
timing offset.

The results for the normalizations, N;, and time-constants, 7;, from the fit to the
LAB+PPO time profiles for 8 and « particle excitation are given in Table and

A simple and common method for quantifying the discrimination is using the fraction

of prompt light relative to the total amount of light, called fprompt and discussed in (160).

185



7.2 Liquid Scintillator

102 —— Data

10° —— Three Exponential Fit

0 100

200 300

400

500 600

700 800
Time (ns)

2 | IR A
0 100

—— Data

——— Three Exponential Fit

P
200

e L e
300 400 500

P
600

T
700 800
Time (ns)

Figure 7.17: Example fits for LAB+PPO for § (left) and « (right) particles. The fit equation

used is shown in Equation [7.41

Cocktail Particle Ny Ny N3 Ny
LAB+PPO «Q 0.47 £0.02 0.32 £0.01 0.14 +£0.01 0.07 &£ 0.02
Te-loaded LAB+PPO o 0.63 +0.02 0.23 £0.02 0.07 +0.02 0.07 + 0.02
LAB+PPO B 0.66 + 0.02 0.19 £ 0.01 0.08 &+ 0.01 0.05 £ 0.02
Te-loaded LAB+PPO B 0.72 £ 0.02 0.23 £ 0.02 0.02 &+ 0.02 0.03 £ 0.02

Table 7.5: The normalizations, N;, from the fit to the LAB+PPO time profiles given in

Equation [T.4
Cocktail Particle (51 T T3 T4
LAB+PPO o' 428 £0.18 143 +19 71.1 £85 792 £ 371
Te-loaded LAB+PPO o 3.69 £ 0.10 155 £ 1.3 79.3 £10.0 489 4+ 164
LAB+PPO I3 510 £0.20 153 £20 484 +£6.8 499 4+ 150
Te-loaded LAB+PPO I3 3.70 £ 0.26 10.0 £2.2 52.0 4+ 12.0 500 + 176

Table 7.6: The time constants, 7;, from the fit to the LAB+PPO time profiles given in Equation

4
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Here fprompt is defined as:

10
Atdt
fprompt = fo (75)

S0 Atdt’

where the At spectrum is integrated in a prompt window and compared to total number
of events in the entire distribution. The integrated At spectra are created by randomly
drawing 1200 PEs according to the distributions shown in Figure [[4l The 1200 PEs were
selected as roughly corresponding to approximately the number of detected photoelectrons
expected in the SNO+ detector for a 2 MeV B. After these spectra are generated for both 3
and a particles, fprompt is calculated. The fprompt distributions for 200000 events is shown
in Figure [[I8 The distributions demonstrate excellent separation for 8 and « particles,
which is actually improved for the Te-loaded LAB+PPO over the pure LAB+PPO. This

level of separation is encouraging for background rejection in the SNO+ detector.
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Figure 7.18: The fyrompt distribution for LAB+PPO and Te-loaded LAB+PPO, which show
excellent discrimination between 8 and « particles.

In RAT, the scintillator emission time profile is modeled according to Equation [[.3l As a
test of the model, a RAT geometry that includes the R7600-U200 PMTs and the scintillation
source is built and shown in Figure [[.13] and described in Section [7.2.2)

The results of the simulation for the 2!°Po, using the scintillation time constants and
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normalizations from Tables and [Z.6] is shown compared to the data in Figure The
x2/NDF between the data and simulation is around 2, which improves to around 1.2 when
including a rise-time of 800 ps in the simulation. This nice match between data and RAT
indicates that the scintillator model is accurately reproducing the bench-top data, which is

encouraging for extrapolating to the full-scale detector.
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Figure 7.19: A comparison between the data and RAT simulation for LAB+PPO with the
210po « source.

Additionally, measurements of the re-emission time are made with the bisMSB wave-
length shifter dissolved in the LAB4+PPO were made using the full RAT model. The bisMSB
absorbs the emitted light from the PPO and re-emits it at longer wavelengths around
440 nm. The absorption and re-emission processes add an additional delay to the time

profile. The re-emission time-constant in RAT is set to 1.4 ns. Additionally, the bisMSB
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absorption length is critical for this measurement because the path length of the typical
optical photon through the scintillator in our experimental setup is only a couple of cen-
timeters. Because the bisMSB abosrption length is on the same scale as our setup in order
to measure the time-constant one must actually run the full RAT model and compare against
data. Figure shows the result of the simulation compared to data for bisMSB loaded

scintillator.
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Figure 7.20: The LAB4+PPO+bisMSB emission timing for data and simulation using a 1.4 ns
re-emission constant in RAT. The fast-time component of the emission time is slightly slowed
down due to additional absortion and re-emission, and this effect is well modeled in RAT.

7.2.4 Light Yield

The total number of photons emitted by the liquid scintillator is described empirically

by Birk’s law, given in Equation in @3l Birk’s constant for LAB has been measured in
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(161) as 0.0079 cm/MeV. Measurements of S or LAB+PPO and Te-loaded LAB+PPO are
performed by generating a full RAT model of our darkbox setup described in Section
Using the simulation, a measurement of S can be performed by tuning the value in the
simulation until it matches data. This technique is different than a typical method, which
compares the light yield to a different scintillator with a known light yield. The method
presented in the section has the advantages of simultaneously performing a check of the
model, which can be used to extrapolate to larger scales, as discussed in Section The
light yield measurement is performed with the °Sr /3 source, and separate measurements
of the o quenching are made.

In the light yield setup, the R7600-U200 PMT provides the trigger signal; however only
the waveform from the R1408 is digitized. The R1408 is placed within 10 cm of the source
and the waveforms are multi PE. The baseline is identified using a window before the trigger
and accounted for when integrating the R1408 pulse. The integral is converted into a total
charge (in pC) using Ohm’s law and the total integration time.

In order to model the setup in RAT, the gain and overall efficiency of the PMT must
be calibrated. This is performed using the Cherenkov source in the same setup, which
provides the R1408 PMT with a source of primarily SPE light. The pulse size and shapes
for a typical SPE pulse are extracted using lognormal fits and input into the simulation.
The efficiency is extracted by scaling the quantum efficiency by an overall tuning factor,
referred to as the collection efficiency (it does not reflect the value of the true collection
efficiency). Figure [T.2]] illustrates the process of tuning the collection efficiency to match
the Cherenkov source data, which is calibrated to 1.3.

The collection efficiency is held fixed at 1.3 for the light yield measurement, and no
additional tuning of parameters other than that of the light yield occurs. The LAB4+PPO
scintillation efficiency paramater S is tuned in RAT and compared against the data. The light
yield that minimizes the residuals between data and simulation is selected, correspond to

an S = 11900 photons/MeV. The data and RAT simulation with this light yield is shown in
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Figure 7.21: The Cherenkov source data for the R1408 PMT used for calibration prior to the
light yield measurements. The overall efficiency of the PMT in RAT is scaled by a factor called
the collection efficiency. The parameters are tuned in RAT until the Cherenkov source data
and simulation agree, and is held fixed in the light yield simulations. For this measurement, a

collection efficiency of 1.3 is selected based on the agreement with the data.

Figure[.221 The same procedure is carried out with the Te-loaded LAB+PPO and .S = 7850
photons/MeV is found. As expected from the scintillation emission timing measurements,

some of the light is quenched by the additional components in the Te-loaded scintillator.

7.2.5 Scaling to Larger Volumes

The scintillator model in RAT contains the light yield and timing measurements pre-
sented, as well as measurement of the wavelength-dependent refractive indices (162), emis-
sion spectra, and absorption lengths from other sources. In order to be successful, this
model should be predictive at larger scales. To test this, an approximately 30 L volume of

liquid scintillator is added to a spherical acrylic vessel, shown in Figure [7.23l In this 30L
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Figure 7.22: The R1408 PMT in data and simulation for the light yield setup. The scintillation
efficiency, S, is tuned to 11900 photons/MeV.

volume, the ?9Sr 3 source is deployed at the center. Four PMTs are placed around the
volume, one of which is the same R1408 PMT used for the light yield measurement. The
PMT efficiencies are calibrated according the procedure in Section [7.2.4] and the R1408 is
kept at the same high voltage and the collection efficiency is set to 1.3.

With no tuning of the model, the output of RAT matches data nicely, as seen in Figure
[7.24] which are results for the same R1408 PMT used to perform the light yield measure-
ment. The sensitivity projections for the SNO+ rely on the accuracy of the scintillator
model, which is shown to be predictive at two scales, where the optics behaves differently

due to additional absorption and re-emission across longer path lengths.
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7.2 Liquid Scintillator

Figure 7.23: The 30 L liquid scintillator setup with four PMTs. This setup is used as a large-
scale test of the RAT scintillator model. In the RAT model the blue lines show optical photons
from a ?°Sr B decay at the center of the 30 L volume.
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Figure 7.24: The R1408 PMT data and MC for the 30L setup. The collection efficiency is set
to 1.3 and the scintillation efficiency is set to 11900.

The predicitive power of the optical model becomes even more important for the tellurium-

loaded scintillator. As discussed in Section [B.2, the Ov3f sensitivity estimates depend
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7.2 Liquid Scintillator

strongly on the light yield of the scintillator, which is extracted from the measurements
described in this section. Figure shows the total number of PMTs that detect light
(primarily SPE) for a simulated 1 MeV electron in the center of the SNO+ detector filled
with Te-loaded scintillator without DDA. Adding the DDA improves the expected PE per
MeV to about 450.
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Figure 7.25: The number of expected PMTs that detect light (primarily SPE) per MeV,
determined by simulating 1 MeV electrons at the center of the SNO+ detector using the optical
model for Te-loaded LAB4+PPO, without DDA. Adding the DDA improves the PE per MeV to
about 450.
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Chapter 8

The Dichroicon

The dichroicon is an instrument I co-invented, built, and tested at the University of
Pennsylvania. The motivation for the dichroicon comes from years of work of detailed
background modeling for large-scale liquid scintillator and water-based liquid scintillator
detectors, such as SNO+ and THEIA (40), (86). These efforts have made clear the importance
of direction reconstruction in scintillation-based detectors for background reduction. I give
an explicit example of the impact of direction reconstruction in my discussion of the Ov35
decay sensitivity with the SNO+ detector in Section BIl In Sections and 8.4 the
Dichroicon is introduced and bench-top measurements of a prototype device are discussed.

These sections largely follow two papers that I wrote: (163), (164).

8.1 Neutrinoless Double Beta Decay

The nature of the neutrino mass remains the most pressing open question in the field,
and the clear consensus to determine whether the neutrino is Majorana or Dirac is through
the search for neutrinoless double beta decay (0v33). Double-beta decay (2v3[3) is a rare
type of radioactive decay in which two neutrons are simultaneously converted into two

protons in an atomic nucleus. Each of these decays comes with the emission of an electron
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8.1 Neutrinoless Double Beta Decay

and an electron antineutrino:
N(A,Z) = N(A, Z +2) + 2e” + 20,. (8.1)

This process occurs in nuclei in which the N (A, Z) nucleus has a ground state energy larger
than the N(A, Z + 2) nucleus and less than the energy of the N(A, Z + 1) nucleus. This
is shown schematically in Figure Bl The two neutrino transition is a second order weak
process, leading to extremely slow decay rates. This process was first proposed by Goeppert-
Mayer (165) in 1935 and first measured in %2Se in 1987 (166). Several isotopes known to
undergo double beta decay are shown in Table 8] with the corresponding Q-value, isotopic

abundance, and half-life for each isotope.

Mass excess (MeV)
&
&)

28 29 30 31 32 33 34 35 3 37 38 39

Figure 8.1: A schematic of the energies of the A = 76 isobars. The single-beta decay (shown
in each case by the green arrow) is energetically forbidden between "°Ge and "5As. However,
the double beta transition between "*Ge and "®Se (shown by the purple arrow) is allowed and
proceeds with a very long half-life given in Table Bl This figure is from (5).

If the neutrino is Majorana is nature, double beta decay can occur without the emission

of neutrinos. In the simplest scenario, Ov3(5 decay is mediated by the exchange of light
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8.1 Neutrinoless Double Beta Decay

Nuclide Q-value (MeV) Isotopic Abundance (%) Half-life (102! years)

18Ca 4.27 0.187 0.064
6Ge 2.04 7.8 1.93
82Ge 3.00 9.2 0.096
100Mo 3.03 9.6 0.69
H6Cq 2.81 7.5 0.028
130Te 2.53 34.1 0.82
136X o 2.46 8.9 2.17
150N g 3.37 5.6 0.11

Table 8.1: List of some isotopes known to undergo double beta decay. Typically isotopes with
higher Q-value and longer 2v34 half-life are desirable as they allow detectors to achieve lower
backgrounds. Additionally, higher isotopic abundance means larger isotope mass can be easily
be deployed without requiring expensive enrichment. Information for this table was partially
taken from (5).

Majorana neutrinos, as shown in Figure 8.2l However, the process can be mediated by other
mechanisms, which might introduce new particles or interactions. Discussion of a possible
mechanism through the introduction of right-handed charged current and associated heavy
right-handed neutrinos can be found in (167). Regardless of the mechanism, Ovj3g is a
lepton number (L) violating process where AL = 2, and is thus forbidden in the standard
model.
Under the assumption that OvgS is realized through the exchange of light Majorana
neutrinos, the half-life of the decay can be expressed as:
2
(795" = ghGow Mo, ? 221 (82)

2
e

where Gg, is the phase space factor, My, is the matrix element unique for each isotope,

m, is the electron mass, g4 is the axial vector coupling, and mpgg is the effective Majorana
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8.1 Neutrinoless Double Beta Decay
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Figure 8.2: The Feynman diagrams for Ov33.

mass given by:

Impg| = (8.3)

E 2
Ueimi .
7

The decay rate is sensitive to not only the values of the Majorana neutrino masses, but also

the elements of the mixing matrix connected to the electron flavor neutrino. A measured
event rate in the detector can be converted into a half-life limit, which is then interpreted
as a limit on the Majorana mass, mgg.

The phase space factor G, can be calculated with small uncertainties (168, [169); how-
ever, the nuclear matrix element is very difficult to calculate and requires a accurate nuclear
model of these isotopes with dozens of nucleons. In (170) the results for M, are shown as
a function neutron number for various models, and, depending on the isotope, can vary by
a factor of three. For example, the values for 130Te range between two to four depending
on the model. Additionally, current models cannot provide uncertainties on the calculated
values. This presents an experimental challenge for interpreting a measurement of T{)/”z in
terms of mgg. Typically experiments take the minimum and maximum of the calculated
My, as an uncertainty when converting to mgg.

The search for neutrinoless double beta decay is experimentally rich and includes over

a dozen experiments, many of which approach the measurement with very different exper-
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8.1 Neutrinoless Double Beta Decay

imental techniques. The SNO+ experiment hopes to search for O35 by loading tellurium
directly into the liquid scintillator. This is a similar technique to the KamLAND-Zen ex-
periment (24), which loads Xenon gas into their liquid scintillator. In addition to SNO+
and KamLAND-Zen, experiments such as CUORE (171), EXO (172), GERDA (173), MA-
JORANA (174), NEXT (175), and SuperNEMO (176) deploy a variety of alternative exper-
imental techniques to search for Ovf35 decay. In general, Ov35 experiments have excellent
energy resolution, large amounts of isotopic mass, and very low levels of radioactivity. The
experimental signature is a small peak at the Q-value of the 2v3/3 decay, as shown in Figure
83l Thus, good energy resolution is critical for these detectors in order to avoid leakage

from the 2v50 tail.
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Figure 8.3: The energy spectra for Ov35 and 2v33 decay. The signature of Ov3[3 is a peak
at the end-point of the 2v33 decay spectrum, which is shown spread by an arbitrary detector

resolution.

A region of interest (ROI), often a narrow energy window around (gs and a small
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8.2 Neutrinoless Double Beta Decay with SNO+

fiducial volume (FV) away from external components, is chosen to maximize sensitivity.

The number of observed events in the ROI is related to the half-life by:

Ny [ neMt
N =In(2)—= ( ” ) , (8.4)
w 7‘10/2

where N4 is Avogadro’s number, W is the molar mass of the source, 7 is the isotopic abun-
dance of the double-beta isotope, € is the detection efficiency, M is the total isotope mass,
and t is the measurement time. Given that each of these detectors expects backgrounds,

the sensitivity to the half-life depends on N as:

) [ Mt
T{)/Q < ne\| BAE (8.5)

where B is the background index in units of (keV kg y)~! and AE is the energy resolution.
Different detector technologies are designed with distinct priorities in mind. For example,
detectors such as GERDA, CUORE, and MAJORANA have excellent energy resolution, far
exceeding what is possible in a liquid scintillator detector; however, in these detectors it is
difficult to deploy large quantities of isotopes. In SNO+ and KamLAND-Zen an enormous
amount of isotope can be deployed in these large liquid scintillator detectors, and their size
allows them to fiducialize away from the external backgrounds. Currently, the best limit
on mgg comes from the KamLAND-Zen experiment, shown in Figure 8.4l A full review of

OvpB and the various experiments is given in (50).

8.2 Neutrinoless Double Beta Decay with SNO-+

The primary goal of SNO+ is to perform a measurement of neutrinoless double beta
decay using tellurium loaded scintillator. At full capacity, the SNO+ plan is to load 0.5%
Te by weight in the liquid scintillator. The primary advantages of using *“Te (as opposed
to other possible isotopes) is its high natural abundance of 34.1% and the ability to load

tellurium into the liquid scintillator without optical absorption lines (which would limit
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Figure 8.4: The effective Majorana mass as a function of the lightest neutrino mass. The
KamLAND-Zen limit is shown in the blue band. The width of the band correspond to different
choices of nuclear matrix elements. The green and pink regions show the allow parameter space,
which is obtained from scanning over the unknown Majorana phases for the inverted and normal
hierarchies. The best limits as of 2016 for each isotope are shown in the inset. This figure is

from (Iﬂ)

loading to higher fractions). Additionally, the Q-value of *°Te’s 2033 decay is 2.53 MeV,
which is fairly high, but still coincides with several radioactive backgrounds that must be
carefully characterized.

The full background budget for SNO+ for one year is shown in Figure for an energy
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8.2 Neutrinoless Double Beta Decay with SNO+

ROI between 2.42 to 2.56 MeV and a fiducial volume of 3.3 m. The total backgrounds
expected for five years are shown in Table The energy distribution of the backgrounds
and the signal are shown for a five year data-set in Figure for a hypothetical signal with
mgg = 100meV. This illustrates the reason for an asymmetric ROI, typically chosen to be
—0.5¢ to 1.50 around the mean of the signal to avoid the falling 2v35 background.

Background = Counts/ROI/5 Years

8B ES 23.1
2v 6.05
Uranium 1.99
Thorium 9.60
External 6.05
(o, m) 0.11
Cosmogenics 0.54
Total 474

Table 8.2: Backgrounds for 0.5% Te loaded SNO+ detector for 5 years of data taking with an
ROT of 2.42 to 2.56 MeV and a FV of 3.3 m.

One important background considered is y-rays produced in the external volumes: the
AV, the external water, the hold-down and hold-up ropes, and the PMTs. The ~s come
primarily from the decay of 2°°T1, which 3 decays with the emission of a 2.6 MeV 5. The
can penetrate or misreconstruct into the internal detector volume. To reject these external
backgrounds, a F'V, centered in the middle of the AV, with a radius of 3.3 m is chosen. The
radial distribution of these backgrounds is compared against the expected signal in Figure
B In addition to selecting a small FV, some of these backgrounds can be rejected by
using the shape of the time-residual profile and wiith similar techniques to those described
in (177).

Another radioactive background comes from the ?*BiPo and 2'?BiPo events. These

coincidences consist of 214Bi/?!2Bi 3 decays followed closely in time by 2'4Po/2'2Po o decays.
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8.2 Neutrinoless Double Beta Decay with SNO+

ROI: 2.42 - 2.56 MeV [-0.56 - 1.50]
Counts/Year: 9.47

Cosmogenic 88 v ES

External vy

Internal U chain
Internal Th chain

Figure 8.5: The number of background counts per year expected for the SNO+ detector in
the energy ROI from 2.42 to 2.56 MeV and a FV of 3.3 m. The backgrounds are dominated
by B solar neutrino interactions. There are also significant contributions from external y-rays,
internal Thorium chain (dominated by 2!?BiPo decays), and 2v38 leakage into the ROL

These BiPo events can broadly be classified as either in-window or out-of-window which
correspond to whether the « light is contained within the same or a different trigger window
(there is a grey area where the Po decays right at the end of the trigger window). The

out-of-window events can be effectively rejected using the At, Ar, and «/f pulse-shape
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Figure 8.6: The expected reconstructed energy distribution for the backgrounds and a hypo-
thetical Ovf3f signal where mgg = 100 meV. The FV used is 3.3 m. An asymmetric ROI of
—0.50 to 1.50 around the mean of the signal is chosen to avoid the falling 2v35 background.

discrimination between the events, similarly to the analysis described for the antineutrino
analysis in Section The in-window coincidences are occasionally difficult to reject when
the Po decays very quickly after the Bi decay (the two prompt peaks in the time-residuals
pile-up), which occurs more often for 2'2BiPo, as 2!?Po has a short half-life of 299 ns.
Most importantly, the expected dominant background for the SNO+ 0v 3 search is 8B
solar neutrino elastic scattering. The only possible method for rejecting these events is to
reconstruct their direction. The scattered electron’s direction is strongly correlated with
the direction of the incident neutrino, so recoil electrons will produce Cherenkov radiation

directed away from the sun. The Ovf3S signal will be isotropic with respect the solar
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Figure 8.7: The radial distribution of the external backgrounds (which includes the 2°*T1 from
the AV, external water, ropes, and PMTs) compared to the 0v35 signal. The fiducial volume
of 3.3 m corresponds to a value of (R/Rav)® = 0.17. The counts are normalized to 5-years of

data-taking.

direction. However, reconstructing direction in scintillator is extremely difficult due to the
isotropic nature of the emitted scintillation light. This consideration was the motivation for

designing the dichroicon.

8.3 The Dichroicon: Concept

Despite their great success to date, water Cherenkov and scintillator neutrino detectors
use only a small amount of the information available in the photons they detect. A typical

large-scale photon-based detector records at most the number of detected photons and
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their arrival times. But photons may also carry information about physics events in their
direction (178), their polarization, and their wavelength.

The focus of this chapter is on the development of a device that is capable of providing
information on photon wavelength in a large-scale detector. In a Cherenkov detector—
whether in water, ice, or oil—photon wavelength carries information about the propagation
time from the source vertex to the photon sensor. Across 50 m of water, for example,
a 550 nm photon will arrive nearly 2 ns earlier than a 400 nm photon, easily resolvable
by modern photomultiplier tubes (PMTs) (154). Thus, measuring the difference in time
between many long-wavelength and short-wavelength photons that lie along a Cherenkov
ring provides information about event position, independent from the overall timing and
angular information usually used in reconstruction. The resolution of dispersion in such a
detector also allows improved timing, as both the approximately 2 ns spread from dispersion
and the differential effects of Rayleigh scattering broaden the prompt time window used for
reconstruction.

In a scintillation or water-based scintillation detector, photon wavelength can be used to
detect Cherenkov light independently from scintillation light. For these detectors, the scin-
tillation light typically lies in a narrow band at short optical wavelengths, while Cherenkov
light is naturally broadband. Future large-scale scintillation experiments like THEIA (86,
179) plan to detect both scintillation and Cherenkov light as a way of providing a very
broad range of physics measurement capabilities with a single detector.

The scintillation light provides a high light yield that is critical for good energy resolution
and position reconstruction. The time profile of the scintillation light is also important,
because it affects position reconstruction and provides ways of discriminating (s from «
particles. Importantly, independent detection of Cherenkov light allows reconstruction of
event direction. In addition to classification of neutrinoless double beta decay candidates
against the solar neutrino background, the importance of which is discussed in Section

Bl and in (180, [181, [182), this can aid in identifying solar neutrino events (183, [184) or
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discrimination of high-energy v, events from mg’s, which is important for studying long-
baseline neutrino oscillations.

There are several possible techniques for measuring the Cherenkov light in liquid scintil-
lator detectors. The timing of the detected photons is a powerful handle, as the Cherenkov
light is produced promptly, whereas it may take as long as a nanosecond for the scintilla-
tion light to be emitted (185). Additionally, the angular distribution of the Cherenkov light
around the event direction distinguishes it from isotropic scintillation light. Benchtop scale
experimental setups, such as in (185, [186, [187, 188, |189), use the timing and directionality
to identify the Cherenkov light.

Separating the two components in current generation large-scale scintillation-based neu-
trino detectors is nevertheless very difficult. The transit time spread (TTS) of PMTs is
generally around 1.5 ns or larger, making it difficult to resolve the early Cherenkov light.
An illustration of the typical timing spectra of the detected light for a SNO+-like detector
using liquid scintillator is shown in Figure B8 generated using RAT. Even with using both
the timing and spatial distributions of the hits, no current generation large-scale scintillator
detector has been able to demonstrate the detection of Cherenkov light.

The challenge in discriminating Cherenkov and scintillation light by photon wavelength
in large-scale detectors is doing so while maintaining the high detected light yield needed
for a low-energy physics program or precision reconstruction and particle ID. Using water-
based liquid scintillator (190), for example, increases the ratio of Cherenkov to scintillation
light by reducing the total scintillation light. Using a scintillator like linear alkyl benzene
(LAB) with only a small amount of fluor can also be done to slow down the scintillation
time profile (87) and then timing can be used to identify Cherenkov light; however, this
again comes with a consequent reduction in scintillation light yield. Adopting a simple
filtering scheme, or using sets of photon sensors of different wavelength sensitivities (191),
also reduces total light yield because the detection area taken up by filtered photon sensors

can only be used for one photon wavelength band. What is needed is a way to sort photons
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Figure 8.8: The time profile of the detected light for simulated 2.5 MeV electrons at the center
of a SNO+-like detector, consisting of about 9000 PMTs with transit time spreads of 1.4 ns, a
6 meter radius acrylic vessel, and about 50% coverage. The Cherenkov light arrives promptly,
but is difficult to identify due to the intrinsic resolution of the photodetectors and high light
yield of the scintillator.

by wavelength, directing different wavelength bands toward relevant photon sensors, and
doing this in a way that loses as little timing or position information as possible.

In a first set of tests (163), I show that sorting by wavelength can be done using dichroic
reflectors, and that broadband (falling as 1/A?) Cherenkov light can be distinguished from
narrow-band scintillation light, in LAB scintillator doped with 2,5-Diphenyloxazole (PPO).
To turn this approach into something that could be used in a large-scale detector, the
dichroic filters are configured into a Winston-style light concentrator, the “dichroicon.” As

is well known, Winston cones provide optimal light collection for non-imaging detectors
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(90), and have been used in other large-scale neutrino detectors (79,192). An additional
advantage to a large-scale detector using long-wavelength photons to identify Cherenkov
light is that the long-wavelength photons travel faster and are scattered and absorbed far less
than short-wavelength photons (193), thus preserving more of the directional information
of the Cherenkov light.

In this context, photons with wavelengths between around 450 to 900 nm are referred
to as ‘long-wavelength’ and photons between 350 to 450 nm are referred to as ‘short-
wavelength’. The shortest wavelength photons between 300 to 350 nm are absorbed by
scintillator and re-emitted at longer wavelengths. The emission spectra of common fluors
such as PPO, as shown in Figure B.9] peak around 360 to 380 nm and tail off by 450 nm,
leaving primarily Cherenkov light emission above this wavelength. Red-sensitive PMTs can
be used to detect this long-wavelength light and have quantum efficiencies that can extend
to around 800 to 900 nm, also shown in Figure [R.9

The dichroicon follows the off-axis parabolic design of an ideal Winston cone but is
built as a tiled set of dichroic filters and thus does not achieve the idealized shape. The
filters are used to direct long-wavelength light towards a central red-sensitive PMT, while
transmitting the shorter wavelength light through the ‘barrel’ of the Winston cone to sec-
ondary photodetectors. This is possible because of the remarkable property of the dichroic
reflectors, which reflect one passband of light (below or above a ‘cut-on’ wavelength) while
transmitting its complement, with very little absorption. As shown schematically for two
possible designs in Figure 810, the ‘barrel’ of the dichroicon is built from shortpass dichroic
filters and a longpass dichroic filter is placed at the aperture of the dichroicon. The short-
pass filter passes short-wavelength light while reflecting long-wavelength light; the longpass
has the complementary response.

The parameter space for optimization of the dichroicon is large, and only a small fraction
of it has been explored. The features of the dichroicon that can be varied include: length

and geometric field of view, cut-on wavelength for different dichroic filters (they need not
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Figure 8.9: The quantum efficiency of the PMT's used in the various measurements compared
to the Cherenkov emission spectrum and the emission spectra of the fluors PPO and PTP.
The three emission spectra are arbitrarily scaled and show shape only. The quantum efficiency
curves for the R7600-U20, R2257, and R1408 are taken from (25, 26, 127) respectively. The PPO
and PTP emission spectra were taken from the PhotochemCAD database (28).

all be the same across the cone), photon sensor type and response for both short- and
long-wavelength bands, presence or absence of additional filtering at the aperture, shape
and reflectivity of the lightguide, and size and configuration of the photon sensors used to
detect both sets of light. In fact, a multi-band dichroicon could be designed, which simply
nests various dichroicons within each other, if more than two passbands were needed. The
design here has been constrained by available PMT sizes and sensitivities, and sizes and
shapes of available dichroic filters. For a dichroicon that would be deployed in a detector,

the optimization would depend upon the physics goals, the target material and any added
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Figure 8.10: Simple schematics of two potential options for a system to detect light sorted by
the dichroicon. The schematic on the left shows an option where a parabolic reflector is built
around the dichroicon to detect the short-wavelength light. The schematic on the right an option
using acrylic light guides to direct the short-wavelength light to one or more photodetectors.
In this case, a pixelated light detector such as a large area picosecond photodetector (LAPPD)
might be an ideal sensor for the dichroicon. In both designs the long-wavelength light is detected
at the aperture of the dichroicon. Neither of these full designs are constructed, but are included
to show potential detection schemes for the short- and long- wavelength light. The blue and
red lines show possible photon tracks for short- and long-wavelength light respectively.

fluors, and the fiducial volume of the detector.

In the prototype design, a 3D printed structure is tiled with dichroic filters, as shown
in Figure Around the barrel of the Winston cone are eighteen shortpass filters from
Edmund Optics and eighteen from Knight Optical, the latter of which are custom cut to
trapezoidal shapes to fill the surface area. A longpass filter from Knight Optical, 50 mm

211



8.3 The Dichroicon: Concept

in diameter, sits at the center of the dichroicon. A second dichroicon is also constructed
using several different filters. The specific filters used for the two dichroicons are presented
in Tables R.3] and [B.4] respectively. The dichroicon pictured in Figure B.I1] and presented in
Table 8.3] is used for the majority of the measurements, and is referred to simply as ‘the
dichroicon’. The measurements with the dichroicon were done with both a Cherenkov source
and with a LAB-PPO source. The second dichroicon is used primarily for measurements
in LAB with p-Terphenyl (PTP) as the fluor, which has a shorter wavelength emission
spectrum than PPO. That device is referred to as dichroicon-2, and the only difference
from the dichroicon is that the cut-on wavelength of the rectangular shaped short-pass
filters used in the barrel of the dichroicon-2 are slightly reduced and the cut-on wavelength

of the central longpass filter used at the aperture is slightly reduced.

Cut-On (nm) Pass Shape Dimensions (mm)  Quantity =~ Manufacturer
500 Short Rectangular 25.2 x 35.6 18 Edmund Optics
453 Short  Trapezoidal 35 x 35 x 35 x 25 6 Knight Optical
453 Short  Trapezoidal 25 x 35 x 35 x 14 6 Knight Optical
453 Short  Triangular 14 x 35 x 35 6 Knight Optical
480 Long Circular @ 50 1 Knight Optical

Table 8.3: The details for the filters used for the dichroicon shown in Figure BI1l The cut-on

wavelength is given for an average incidence angle of 45°.

Cut-On (nm) Pass Shape Dimensions (mm)  Quantity =~ Manufacturer
450 Short  Rectangular 25.2 x 35.6 18 Edmund Optics
453 Short  Trapezoidal 35 x 35 x 35 x 25 6 Knight Optical
453 Short  Trapezoidal 35 x 35 x 35 x 14 6 Knight Optical
453 Short  Triangular 14 x 35 x 35 6 Knight Optical
462 Long Circular @ 50 1 Knight Optical

Table 8.4: The details for the filters used for the dichroicon-2. The cut-on wavelength is given

for an average incidence angle of 45°.
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8.3 The Dichroicon: Concept

Figure 8.11: A head-on view of the dichroicon. The filters are held in a custom 3D printed
plastic holder and can be easily swapped. The shortpass filters tile the barrel of the Winston
cone and a central longpass filter is placed at the aperture. A small amount of black electrical
tape is used to block a small gap between the filters and the holder at the top of the dichroicon.
The outer diameter of the dichroicon is about 150 mm and the inner radius, where the long-pass
filter is located, is about 50 mm.

The cut-on wavelength specified in Tables 83 and B4 refers to wavelength corresponding

to the 50% transmission crossing, as the filter either goes from transmitting to reflecting
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or vice versa. The choice for the cut-on, manufacturer, size, and shape of the filters was
motivated primarily by availability, cost, and design limitations. The choice to use cut-on
wavelengths between 450 to 500 nm for the dichroicon was motivated largely by the result
in (163), where measurements made with LAB4+PPO and a single 500 nm dichroic filter
showed excellent performance. Shorter pass filters were used for the dichroicon-2.

The measurements focus on detecting the light at both the aperture and barrel of the
Winston cone using PMTs. There are, however, many possible options for photon sensing.
One interesting option is LAPPDs, which provide excellent time resolution of around 50 ps
(194) over their active areas, which consist of 350 square centimeter pixels. By coupling
an LAPPD to a dichroicon one could use the central pixels to detect the long-wavelength
light and the outer pixels for the short-wavelength light. Also possible instead of PMTs is
an array of silicon photomultipliers (SiPMs), similar to the device described in (195), to
perform pixelated detection of the light sorted by the dichroicon.

The method for detecting the short-wavelength light is complicated by the fact that
the entire barrel of the Winston should be instrumented to provide maximal collection
efficiency. Placing PMTs directly behind the barrel of the cone would be an expensive and
inefficient way to collect the light, although it would preserve the timing of the photons.
There are many ideas for better ways to collect these photons — one could use acrylic light
guides to direct the light back towards one or several blue sensitive PMTs. Another idea
is to use a second parabolic reflector, built from reflecting material instead of filters, that
wraps around the dichroicon, more efficiently directing the short-wavelength light toward
the photon sensor. A simpler option consists of a cylinder that is lined with reflective
material or paint, which reflects the short-wavelength photons back to a single PMT. This
final option was chosen for the experimental setup.

All of these options will slightly degrade the timing of the short-wavelength photons
by reflecting the photons one or more times before they are detected. Particularly for

scintillation detectors, where the timing of the photons is already spread out by the intrinsic

214



8.3 The Dichroicon: Concept

emission spectrum of the scintillator, this will be a small effect, and it is part of the reason
for choosing to tile the barrel of the dichroicon with shortpass filters, rather than building
the complementary design.

Although I have chosen to include a longpass dichroic filter at the dichroicon aperture,
its presence ultimately depends on the physics goals of an experiment and the configuration
of the photon sensors. The advantage of a longpass dichroic filter at the aperture rather
than a simple longpass absorbing filter, is that short-wavelength light that hits the aperture
is reflected rather than absorbed, and thus total short-wavelength light yield is not affected.
The majority of this light, in the configuration, would have to be detected by another
device—for example, by PMTs on the other side of a large detector. A different optimization
of the dichroicon, however, might lead to a different choice for the aperture filter.

Nevertheless, even with a longpass dichroic filter at the aperture of the dichroicon, some
short-wavelength light does leak through. For Cherenkov/scintillation separation, even
this small amount of leakage is noticeable, because there is so much more scintillation than
Cherenkov light generated at the source. Thus a longpass absorbing filter is included behind
the longpass dichroic filter at the dichroicon aperture in some of the measurements, which
leads to improved purity of Cherenkov photons detected there. While this means that some
of the short-wavelength light is lost from the system, it is a tiny amount, as it is only the
small number that leak through the longpass dichroic filter that are absorbed. A photon
sensor with better timing at the aperture would likely make the longpass absorbing filter
unnecessary for Cherenkov /scintillation separation, as the small amount of scintillation light
that leaks through could be distinguished by timing.

The primary goal in the measurements of this dichroicon is to demonstrate the ability
to sort photons for both a Cherenkov and scintillation source. The measurements with a
Cherenkov source are designed as a demonstration that the dichroicon works as intended,
in an easy to study system, with application for large-scale neutrino detectors such as

Hyper-Kamiokande. The measurements with scintillation sources will further demonstrate
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the photon sorting technique in addition to providing a way to separate Cherenkov and
scintillation light.

In Section B.4.111 discuss the experimental setup and results of the dichroic filter charac-
terization, which provides critical input into the simulation software. In Section B4.Z41] the
calibration of the PMTs used in the dichroicon setup is discussed, which is necessary for a
quantitative understanding of the dichroicon results. In Section B 4lthe benchtop setup, data
analysis, and results for the dichroicon measurements are presented. These results include
measurements using a Cherenkov source and two different scintillation sources, a variety of
different dichroic filters and absorbing longpass filters, and two different red-sensitive PMT's
at the aperture of the dichroicon.

Finally, it should be noted that dichroic filters have appeared recently in several other
potential photon detection devices for large-scale neutrino detectors. These filters are start-
ing to be studied in more detail for use as a photon-trap device for Hyper-Kamiokande (196)
and for the ARAPUCA and X-ARAPUCA light trap designs for ProtoDUNE and DUNE
(197).

8.4 The Dichroicon: Measurements

The characterization of the dichroic filters used in the dichroicon is presented in Sec-
tion 841l These measurements are critical for the understanding and simulation of the
full dichroicon response. Preliminary measurements using single bandpass filters or sin-
gle dichroic filters were performed, presented in Sections and B.4.3] to understand if
Cherenkov and scintillation separation was possible using a simple setup. The success of
these measurements led to the construction of the first full dichroicon and the measurements

performed with this prototype dichroicon are presented in Section R4
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8.4.1 Filter Characterization

A schematic of the dichroic filter characterization experimental setup using PMTs is
shown in Figure In this setup, a collimated LED is directed toward a 50/50 beam-
splitter. One output of that beamsplitter goes toward an R7600-U200 PMT, referred to
as the normalization PMT, which provides a measure of the LED intensity, which changes
slightly across datasets. The other output goes to a dichroic filter, which both transmits and
reflects the incoming photons. The transmitted and reflected light is detected by R7600-
U200 PMTs, referred to as the transmission and reflection PMTs respectively. The three
PMTs are operated at -800 V.

Normalization
PMT

Transmission
PMT
Collimated LED
50/50 Beam
Splitter »

Longpass
dichroic filter

Reflection
PMT

Figure 8.12: The dichroic filter characterization setup. The normalization, transmission, and
reflection PMTs are R7600-U200 PMTs. The dichroic filter is held on a rotating stage.

The dichroic filter is located on a rotating stage and the angle can be chosen in 1°

increments. The response at incidence angles from 0 to 60° is measured, where 0° indicates
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light impinging normal to the surface. Given the geometry of the setup, especially the
opening angle of the collimated LED beam, very large incidence angles > 60° were not
possible to measure. Additionally, measurements of reflection were not made at incident
angles less than 15° because of shadowing by parts of the setup of the reflected light.

LEDs at wavelength of 385, 405, 450, 505, 555, 590, and 630 nm from Thorlabs were
used to probe the filter response across wavelength. The data sheets are available online.
The spectral FWHM of the LEDs range from 12 to 30 nm and no filters were used to narrow
the wavelength range of the beam.

The LEDs are pulsed with 40 ns wide 3 V square pulses at 1 kHz. This output is
split, one side is used to trigger the oscilloscope acquisition and the other goes to the LED.
At these settings the LED output provides a relatively high intensity source, resulting in
the collection of around 100 photoelectrons (PEs) per triggered event at the normalization
PMT. In general, due to the nature of the dichroic filter, either the reflection or transmission
PMT views a similar number of PE, while the other detects very few photons over the entire
dataset.

The data acquisition (DAQ) system is a Lecroy WaveRunner 606Zi 600 MHz oscilloscope
which digitizes the analog signals from the PMTs. The data is sampled every 100 ps in
200 ns long waveforms. The oscilloscope has an 8-bit ADC with a variable dynamic range,
which allows for roughly 100 ©V resolution. The LeCrunch software (151) is used to read
out the data, formatted in custom hdf5 files, over ethernet connection.

C++-based analysis code runs over the hdf5 files to calculate the amount of light collected
by the normalization, transmission, and reflection PMTs. Each PMT signal is integrated
to produce a charge. The gain of the PMTs is set such that if a single photon is detected
the peak of the charge distribution sits around 1 pC. For each triggered event, the charge
is converted to number of photons detected, which is summed over the total data set.

For each LED, two calibration datasets are taken with no dichroic filter — one with the

LED directed at the transmission PMT and the other with it directed toward the reflection
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PMT (still including the beamsplitter and normalization PMT). These datasets are used to
measure both PMT responses under the condition where no dichroic filter is blocking the
LED output and are used to normalize to an expected intensity for 100% transmission or
reflection.

The calculated transmission 1" through the dichroic filter is given below in Equation

Tr  NnF
X

7= NP
ITnr  Np

(8.6)

The first term, Tr, is the total amount of light detected at the transmission PMT and is
divided by the total amount of light detected by the transmission PMT when no dichroic
filter was present, Txr. This gives the fractional transmittance of the filter, under the
assumption that the intensity of the LED did not change. To correct for realistic variations
in the LED intensity, a second term is included. This term is the normalization PMT
measurement of the LED intensity during the data taking with no filter, Ny, divided by
the normalization PMT measurement during data taking with the filter, Ng. This provides
the relative change in intensity of the LED between the two measurements. The same
equation is used to calculate the reflectance, R, where the data for the reflection PMT is
used instead:

Rp  Nnr

R= —— x —.
Ryr  Np

The results for the transmissivity and reflectivity of the 500 nm short-pass filters used
in the barrel of the dichroicon are shown in Figure 813 and R4l

In addition to measuring the response using PMTs, the wavelength and incident angle

(8.7)

dependence of the transmission is measured using a spectrometer. The experimental setup
to measure the transmission as a function of wavelength and incidence angle with an Ocean
Optics USB-UV-VIS Spectrometer is a simplified version of the setup shown in Figure
The PMTs and beam-splitter are removed and the transmitted light is detected with the
spectrometer. While this simple setup does not provide reflectivity values, the transmitted

data captured is far more detailed in terms of the behavior as a function of wavelength. To
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Figure 8.13: The transmission data for the 500 nm shortpass filter for incidence angles between

0 to 60°. The percent transmission was calculated using Equation

span relevant wavelengths between 350 to 750 nm, three different light sources are used: a
365 nm LED, a 405 nm LED, and a white LED which spans 420 to 750 nm.

Data is taken with no filter to understand the spectrum and intensity of each of the
LEDs. The dichroic filter is added between the collimated LED and the spectrometer at
varying incidence angles. This data is normalized to the no filter data to calculate the
absolute transmission. The resulting transmission is shown in Figure for the 480 nm
longpass filter that is used at the aperture of the dichroicon.

This data is consistent with the PMT data that was taken for this filter. Perhaps
most interestingly, the small amount of short-wavelength leakage through this filter at high

incidence angles becomes clear and will be important in understanding the results for the
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Figure 8.14: The reflection data for the 500 nm shortpass filter for incidence angles between
15 to 60°. Note that the reflected data only extends to incident angles of 15° due to shadowing
effects in the setup. The percent reflection was calculated using Equation 871

dichroicon. This measurement is performed for all of the different types of filters deployed
in the dichroicon, specified in Table

The behavior of the filters will ultimately need to be mapped for the specific fluid that
the dichroicon is submerged in. The buffer fluid around the PMTs is commonly water, and
measurements with the filter placed in a water bath are made to understand the expected
change in performance. The setup and technique is identical to those in air, and the results
show that the dichroic filters do perform differently in water. Figure shows the results
for the 480 nm longpass filter at two incidence angles compared to the data taken in air.

As expected, there is a small change to the behavior of the filter, particularly where it
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Figure 8.15: The transmission through the 480 nm longpass filter, used at the aperture of the

dichroicon, as a function of wavelength, for multiple incidence angles.

transitions from reflecting to transmitting at larger incidence angles. It is anticipated that
larger shifts would occur if the dichroicon were submersed in scintillator or oil.

The results described in this section are used as input into the simulation software used
to model the dichroicon. More detailed studies of these dichroic filters, with data taken at

more incidence angles will improve the model in the future.

8.4.2 Measurements with Single Bandpass Filters

Prior to full measurements of the dichroicon, a simple setup was used to understand the
achievable levels of Cherenkov and scintillation separation using wavelength. Before deploy-

ing dichroic filters, bandpass filters were used to select specific portions of the LAB+PPO
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Figure 8.16: The transmission through the 480 nm longpass filter, used at the aperture of the

dichroicon, as a function of wavelength, for 0° and 45° incidence angles, in air and in water.

emission spectrum. The experimental setup with bandpass filters is shown in Figure B17
The scintillation source and trigger PMT used is described in [Z.22.11 The transmitted light
through the bandpass filter is detected by a second R7600-U200 PMT, which has a broad
efficiency that spans the entire wavlength range of interest. The scintillation light is col-
limated before the bandpass filter using a mask with a small aperture 1 cm in diameter.
Both PMTs are operated at -800 V where their gains are about 5 x 10,

The bandpass filters selected for use are shown in Table [BH], which were selected to
span the LAB4+PPO emission spectrum shown in Figure The bandpass filters provide
excellent blocking outside of the passband — less than 0.01% of light outside the pass is

transmitted. This allows for a high fidelity selection of certain wavelengths to understand
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Figure 8.17: A schematic of the experimental setup, showing the 8 source deployed above
the LAB+PPO target and the locations of the mask, PMTs, and bandpass filter. The colored
lines indicate example optical photon paths before and after the filter. The aperture is 1 cm in

diameter.

the scintillation and Cherenkov emission in specific bands. This is used eventually to help

understand the best dichroic filters to select for Cherenkov and scintillation separation.

Center (nm) FWHM (nm) Peak Transmission (%)

355 10 95
387 11 95
405 10 96
430 10 46
450 10 98
470 10 53
494 20 95
510 10 60
530 10 54

Table 8.5: The central wavelength, FWHM, and transmission at the central wavelength for
each of the bandpass filters. The tolerances on the central wavelengths of the filters are less

than or equal to 3 nm.

224



8.4 The Dichroicon: Measurements

The standard DAQ system described in [[.1.1] is used to digitize the waveforms from
the trigger and transmission PMT. Given the collimation by the aperture and the narrow
bandpass filter, the transmission PMT detects primarily single photoelectrons, and the
standard analysis to calculate At is applied, described in Section [.2.3]

Data taken for the nine bandpass filters is shown in Figures B8 and Less data
was necessary for the shorter wavelength bandpass filters to achieve roughly the same level
of statistics as the longer wavelength filters. In general, sufficient data was taken for each
filter until the statistical uncertainties were smaller than 3% in the peak of the emission
spectrum. The 3% level ensures that the rise times of the time profiles can be clearly
distinguished. Because very little scintillation light is detected when using the bandpass
filters above 500 nm, the statistics are lower for those data sets. Data was also taken with
the aperture masked off with black felt. This data set showed a coincidence rate consistent
with the dark rate of the PMTs. Additionally, a data set was taken with no bandpass filter
to extract the time profile integrated across the entire PPO emission spectrum.

The At spectra are fit using Equation 8.8 using the RooFit package (159).

2
F:CXfPMT(t—t/)-i-(l—C)XZ

i=1

' —t/T _ —t/TR
Ai X (e( ), feur(t—t). (88

Ti — TR)

The scintillation light is fit to the sum of two decay exponentials with time constants 7
and 7o, weights A1 and As, and an exponential rise time, 7. The weights A1 and Ay are
constrained to sum to one. The PMT transit time spread (TTS) is determined offline using
a Cherenkov light source to be 350 ps, which is in good agreement with the Hamamatsu
datasheet. Additionally, fpyrr accounts for the TTS of both the trigger and transmission
PMTs. That distribution is convolved with the scintillation profile in the fit. An offset ¢’
allows for cable delays and other arbitrary time offsets. The second component of the model
accounts for the Cherenkov light, which is modeled simply as fpasr because the Cherenkov
light is emitted promptly in comparison to the TTS of the PMTs. The scintillation and
Cherenkov light are weighted appropriately by C.
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Figure 8.18: The time emission profile, zoomed into the rise time of the LAB+PPO for
different wavelength regimes. The light is selected using the bandpass filters listed in Table
The central wavelength and width of the bandpass filters are specified in the legends. The
histograms are normalized to the peak of the scintillation light and shown in arbitrary units
(A.U.). The Cherenkov light can be clearly identified at early times in the data for the filters
longer than 450 nm. These histograms, as well as additional ones, are shown separately in

Figure 8191

As discussed in Section [7.2.3] the full scintillation spectrum is typically fit with three
or four exponential decay time constants. The primary goal here, however, is to identify
the Cherenkov light, and thus only the first 30 ns of the spectrum are fit. Neither the
length of the waveform nor the length of data taking provides for accurate measurement
of the full scintillation spectrum, which has already been measured by several experiments.

Figure B.20] shows two examples of the fit with the Cherenkov and scintillation components
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Figure 8.19: The time emission profile for each of the bandpass filters specified in Table
Each of the data sets are normalized to the peak of the scintillation light. The Cherenkov light

becomes clearly separated above 450 nm.

separated.

One can select a relatively pure sample of Cherenkov light by integrating the time profile
in a prompt window. Equation defines the purity, P, of the Cherenkov light in a prompt
window, where Fg is the Cherenkov component in the fit. The upper and lower bounds of

the integral are taken to span the Cherenkov component (Figure B20) and are arbitrarily
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Figure 8.20: The full fit for the 355 nm bandpass filter data (left) and 494 nm bandpass filter
data (right) is shown in red. The Cherenkov and scintillation components of the fit are shown
explicitly. Note the arbitrary At offset from 0 ns, mostly due to cable delays, was not removed
for this plot, as it was for Figures [RI8 and

offset from zero based on cable delays and other time offsets.

7 % (8.9)
8.0

Table shows the full fit results for the ten data sets. The time constants and their
relative fractions (71, 72, and A;) are consistent across a wide range of wavelengths. This
suggests that the scintillation light in each wavelength regime is being produced via the
same mechanism. The purity, P, of the Cherenkov light selection is high even for the short
wavelength bandpass filters due to the excellent timing characteristics of the PMTs used.
The fits to the data for filters above 450 nm show the Cherenkov light can be selected with
a purity of over 90%. This is apparent in Figure 820 (right) where the fit to the 494 nm
bandpass filter shows that the prompt window is dominated by the Cherenkov component.

The amount of scintillation light detected for each bandpass filter can be compared to
the expectation from the PPO emission spectrum. In order to do this, the PPO emis-

sion spectrum output from the set-up must be measured. The emission spectrum of the
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Filter A; (%) 7Tr (ns) 7 (ns) 7 (ns) 1—-C (%) P (%)
None 68+3 16+01 36+01 112412 94 £+ 2 73 £4
355 m1+4 1701 36=£01 10.5=£138 94 £+ 2 70 £4
387 3+4 1601 37£01 10.8=£138 95 £ 2 69 + 4
405 68+3 1.7+£0.1 36=x01 10.1=£2.0 96 + 2 68 + 4
430 7W+3 17+£01 36x01 114 +£18 94 £+ 2 78 £4
450 68+3 1.7+£0.1 40+£02 11.6 £2.2 93 £+ 2 76 £ 4
470 68+4 1.7+£02 40+£02 11.9+24 89 £+ 2 90 + 4
494 68+3 1.7+£0.1 40+£02 12.0%£2.0 82 + 2 95 + 4
510 68+4 1.7+£03 40+£03 12.0&£ 3.2 80 £ 4 98 + %
530 68+6 1.8+£04 40+£04 11.9+4.2 (== 98 £+ %

Table 8.6: The fit results for the data with each of the bandpass filters. The fit parameters
are defined in Equation88&l P is the purity of the Cherenkov light selected in a prompt window
and is defined in Equation 8.9l

LAB+PPO is measured using a UV-Vis Ocean Optics Spectrometer by directly exciting
the scintillator with a 335 nm LED. The measurement is made by placing the spectrometer
at the same relative location as the aperture to probe the spectrum of light that the trans-
mission PMT will view. The scintillator for this measurement is held in the same acrylic
block. The PPO absorbs strongly on its own emission spectrum, which causes the lack of
the short wavelength peak when comparing to Figure The self-absorption of PPO is
described in more detail in (198).

In the bandpass data the total amount of scintillation light per triggered event is scaled
based on the expected transmission of the filter and efficiency of the PMT. The result is
shown in Figure B21] compared directly to the measured emission spectrum. The bandpass
filter data is consistent with the measured emission spectrum, including the long wavelength

emission beyond 450 nm.
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Figure 8.21: The measured emission spectrum compared to the amount of scintillation light
detected for each bandpass filter. The amount of scintillation light is scaled based on the total
number of triggered events, the efficiency of the PMT, and the transmission of the filter. The
shape extracted from the bandpass filter measurement agrees well with the emission spectrum.
The noise above 550 nm and below 340 nm is from the dark noise of the spectrometer.

8.4.3 Measurements with Single Dichroic Filters

Similar to the bandpass setup, measurements with a single dichroic filter are useful for
understanding the measurements performed with the more complicated dichroicon setup.
The experimental setup using a single dichroic filter is similar to Figure Instead of
a bandpass filter, a dichroic filter placed at an incident angle of 45° is placed behind the
aperture. Additionally, a third PMT, called the reflection PMT, is placed to view the
reflected light from the dichroic filter. The reflection PMT is the same type as the other

two PMTs and is run at the same high voltage. This setup is shown schematically in Figure
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8221 The dichroic filters are both designed for optimal performance at 45°, so a rotating

stage with 1° accuracy was used to hold the filter.
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aperature Dichroic
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—] i | Transmission
Trigger PMT
PMT
LAB+PPO Acrylic
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Figure 8.22: A schematic of the experimental setup with the dichroic filter. The setup is the
similar to Figure BI7] with the replacement of the bandpass filter with a dichroic filter and the
addition of the reflection PMT.

In this setup, measurements are made with both a 506 nm longpass dichroic filter and
500 nm shortpass dichroic filter. Shown in Figures and are the fits for the longpass
and shortpass filter respectively using LAB4+PPO. The data for both the transmission PMT
and the reflection PMT are shown with the corresponding fit. For the longpass filter, only
the long wavelength light is transmitted, and a clear Cherenkov peak can be identified at the
transmission PMT, similar to the bandpass data presented. The reflected light is primarily
the LAB+PPO scintillation light, and the data for the reflection PMT data shows the
typical LAB+PPO scintillation time-profile. For the 500 nm shortpass filter the reflected
light shows more modest Cherenkov separation at prompt times. The shortpass filter’s

performance was not quite as good (in terms of the separation) as the longpass filter, which
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is primarily due to the non-negligible reflection (about 8% for wavelengths between 350 -

480 nm) at the LAB4+PPO emission wavelengths.
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Figure 8.23: The fit results for the longpass 506 nm dichroic filter using LAB+PPO. The
transmitted light (left) shows clear Cherenkov and scintillation separation, while the reflected
light (right) shows the LAB4+PPO emission time-profile.
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Figure 8.24: The fit results for the shortpass 500 nm dichroic filter using LAB+PPO. The
transmitted light (left) shows the LAB4+PPO emission time-profile, while the reflected light

(right) shows modest Cherenkov and scintillation separation.

The fraction of lost photons can be estimated by comparing the sum of the total number
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of detected photons in the reflection and transmission PMTs to the total number of detected
photons in the measurement with no filter. This was found to be 97.1 £+ 1.5% and 98.7
+ 1.5% for the longpass and shortpass filters respectively. The uncertainties are primarily
systematic and were estimated by swapping the transmission and reflection PMTs and

taking the difference as a two-sided uncertainty.

8.4.3.1 Results with a Large-area PMT

The PMTs used in the measurement presented thus far have extremely good timing
properties, and are probably unrealistically expensive and small for a large-scale detector.
The transit-time spread of modern large area tubes has been improving, however. Recently
Hamamatsu has developed a prototype version of the R5912 8-inch PMT with a TTS of
around 700 ps (154), called the R5912-MOD, detailed in Section [.I.3 The PMT was
deployed in an identical setup to Figure 822 with the transmission PMT replaced with
the R5912-MOD PMT. For this measurement, a 506 nm dichroic longpass filter is used to
identify the long-wavelength Cherenkov light. The results of this measurement are shown in
Figure 825 with the corresponding fit. The only change to the fit is to allow for a wider PMT
TTS, which fit to 820 £ 150 ps, consistent with the results in (154). The fit parameters are
consistent with those presented in Table With an adjusted prompt window, a purity,
P, of 52 + 4 % is found. The lower purity is expected due to the broadening of the PMT
TTS.

8.4.4 Dichroicon Characterization

8.4.4.1 PMT Calibration

In the dichroicon measurements presented in Section [R.4] light is detected using three
different Hamamatsu PMTs: an R2257, an R7600-U20, and an R1408. To compare various

dichroicon measurements, the relative detection efficiencies of the PMTs is needed. The
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Figure 8.25: The data using the R5912-MOD PMT to detect the transmitted light through
the longpass dichroic filter. The fit result shows a clear Cherenkov peak at early times.

total detection efficiency is given by:
QE x CE x F, (8.10)

where QE is the quantum efficiency of the PMT, CE is the collection efficiency of the
PMT, and F is the front-end efficiency of the PMT. The QE measures the likelihood a
photoelectron is created given an incident photon, and depends on the wavelength of the
photon. The CE is the probability that a created photoelectron is guided to the dynode
stack and multiplied, creating a signal at the anode. The F measures the efficiency for
detecting the signal, given that the PMTs pulses might be lost in the noise or fall below the

analysis threshold. In principle an additional efficiency factor is needed for absorption of
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the PMT glass and photocathode, however this factor should be similar between the three
PMTs and thus not impact the relative detection efficiencies.

The QE curves are provided by Hamamatsu for the R2257 and R7600 PMTs (25, 126),
and the QE of the R1408 has been measured for the SNO collaboration (27) but the factor
CE x F must be measured for the setup. For this, an experimental setup very similar to
the one described in Section B.4.1] is used, including identical DAQ and analysis software.

The measurement is perform for two LEDs, at peak wavelengths of 505 nm and 590 nm.
The LED is collimated and directed toward the 50/50 beamsplitter, one output of which
goes towards an R7600-U200 normalization PMT. The other output is directed toward
either a 494 nm or 587 nm bandpass filter, which narrows the wavelength spectrum of the
LED so that it only spans a small portion of the QE curve. The output of the bandpass
filter is detected by one of the three measurement PMTs. The ratio of the number of
photoelectrons detected by the measurement PMT and the normalization PMT is calculated
and compared between the three PMTs. The difference in this ratio between the PMTs
measures the difference in detection efficiencies. The known QE for each PMT at 494 nm
and 587 nm can be factored out, giving a measure of the relative CE x F factors, referred
to as Regr. The values of Rogr calculated relative to the R2257 PMT (the least efficient)
at both wavelengths are shown in Table B.7l Note the agreement between the Rcgr values
at both wavelengths, as expected based on the fact that neither the collection or front-end

efficiency should be wavelength dependent.

8.4.4.2 Experimental Setup

The dichroicon experimental setup consists of either a pure source of Cherenkov light or a
scintillation source. The Cherenkov source is described in Section [I.T.T] and the scintillation
source is described in Section [[.2.1]

The scintillator of choice is LAB, which has become a popular liquid scintillator due to

its ease of handling, high light yield, and compatibility with acrylic. The fluors used in the
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PMT Rcer at 494 nm  Rcgr at 587 nm
R7600-U20 1.81 4+ 0.04 1.86 £+ 0.04
R1408 2.02 + 0.04 1.97 + 0.04

Table 8.7: The relative efficiencies of the R7600-U20 and R1408 PMTs. The Rcgr measures
the efficiency ratio between the R2257 PMT and the other two PMTs, after factoring out
the expected difference in the quantum efficiencies. This effectively provides the value for the
collection and front-end efficiencies of the other two PMTs. This factor is used when comparing

expected numbers of detected photons for each PMT in the dichroicon measurements.

various measurements are PPO and PTP, both added at a concentration of 2 g/L to the
LAB. The primary fluors drastically increase the light output and shift the emission from
the UV into the visible, where the PMTs operate most efficiently. Because of its popularity,
the LAB4+PPO properties have been characterized on the benchtop as discussed in Chapter
[M and discussed in (155, 156, [157, 158, [199). The properties of the fluor PTP are also well-
studied (200), but for slightly different applications, such as for the X~-ARAPUCA devices
(201), and it is not a particularly common fluor to dissolve in LAB. Thus, the majority of
the measurements are performed with LAB+PPO.

A Hamamatsu ultra-bialkali R7600-U200 PMT is optically coupled to the acrylic block
using Eljen Technology EJ 550 optical grease. The PMT acts as a high efficiency fast trigger
and provides the time-zero, and is referred to as the trigger PMT. On the other side of the
cube is the dichroicon. The filter at the central aperture of the dichroicon is coupled to a
PMT using the EJ 550 optical grease.

Measurements are made separately with two different Hamamatsu PMTs at the aper-
ture: the R7600-U20 and the R2257, which are referred to as the aperture PMTs. The
former is a 1-inch (25.4 mm) square PMTs operated at -900V, while the R2257 is a 2-inch
(50.8 mm) diameter cylindrical PMT operated at 1500V. These high voltage values were

chosen based on recommendations from the Hamamatsu datasheets, and the PMTs were
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not operating at the same gain. The QE of these PMTs, as well as the emission spectra of
the fluors is shown compared to the Cherenkov spectrum in Figure

The R7600-U20 has the advantage of a very high efficiency for long-wavelength light,
peaking around 20% at 500 nm, and still at 10% by 700 nm. Additionally, this PMT has
very fast timing, with a measured T'TS of around 350 ps. In comparison, the R2257, while
relatively efficient at long wavelengths, only peaks around 10% efficiency close to 600 nm.
Additionally, the 900 ps TTS, while still very good, is not as impressive as the R7600-U20.
The photocathode area, however, is about five times larger than the R7600-U20, and its
cylindrical shape makes it match very well at the center of the dichroicon design.

The full setup is shown schematically in Figure The front face of the R2257 or
R7600-U20 is placed 215 mm away from the light source. In the complete configuration,
a cylinder with reflective Mylar coating is used to direct the short-wavelength light back
to an R1408 PMT, operated at 2000 V with a gain of 107. Additionally, the R2257 or
R7600-U20 are wrapped in reflective foil to ensure photons are not lost when they hit the
back of central PMT and its base. The reflective cylinder is about 152 mm in diameter,
to fit tightly around the dichroicon and any small gaps were closed with black tape. The
R1408 PMT is an 8-inch (203 mm) diameter Hamamatsu PMT, so the outside of the PMT
is masked off using felt to ensure only the central area, viewing inside the reflective cylinder,
is used. Various pictures of the setup can be found in Figures and

As discussed, this particular design for the detection of the scintillation light is not
expected to be optimal. The length of the R2257 requires a long lightguide, and the R1408
PMT is larger than necessary for the narrow-view dichroicon. The design is directed only
toward achieving the primary goal here: demonstrating the sorting of photons in a way that
preserves as much of both wavelength bands as possible. A more robust and integrated

design would be needed for a realistic large-scale detector.
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Figure 8.26: A schematic showing the setup with the dichroicon and reflective cylinder. The
R7600-U200 PMT is optically coupled to the acrylic or scintillator source and used as a fast
trigger. The long-wavelength light is detected at the aperture of the dichroicon. The short-
wavelength light is transmitted through the dichroicon, reflected off of the Mylar lining the
cylinder, and detected by an R1408 PMT. The setup with the R2257 aperture PMT is identical
to the one shown, except due to the length of the aperture PMT, the reflective cylinder is
extended 150 mm. The back of the aperture PMT is covered in reflective foil. The area of the
R1408 PMT outside of the reflective cylinder is masked off using felt.

8.4.4.3 DAQ and Data Analysis

The same DAQ system as the one described in Section B4.1] is used. The rate of
coincidences where both the trigger and aperture PMTs detect light is kept low, and thus
two million triggered events were recorded for all data sets to maintain reasonable statistics.
This low coincidence rate (about 1% for the Cherenkov source) ensures that the detected
events at the aperture PMT are single photoelectron (SPE). This simplifies calculating the
photon arrival times where no correction for multiple photon hits is needed.

C++-based analysis code runs over the hdf5 files to identify interesting events, in which
light is detected by the PMTs around the dichroicon. A software-based constant fraction
discriminator is used to find the time difference between the trigger PMT and the dichroicon

PMTs. This is done by scanning the digitized waveform of the dichroicon PMTs looking for
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Figure 8.27: A side view of the dark-box setup with the Cherenkov source. The dichroicon is
shown with the R2257 PMT at the aperture. In front of the R2257 PMT is a 480 nm longpass
dichroic filter. The barrel of the dichroicon consists of shortpass dichroic filters. The reflecting
cylinder and R1408 PMT are not shown in this setup. The distances and size of the various
important components is shown in Figure

a threshold crossing where the voltage is three times larger than the width of the electronics
noise. After each threshold crossing the number of consecutive samples above threshold are
counted in a 15 ns window. If the waveform stays above threshold for longer than 3 ns,
the analysis flags the threshold crossing as associated with a true PMT pulse, rather than
a spike in the electronics noise. The peak of the PMT pulse is identified, and the sample
associated with the 20% peak-height crossing is found. The time of the trigger PMT is
identified similarly and the large signal at the PMT makes the threshold crossing easy to
find.

In general, the dark-rate of each PMT is estimated by looking for PMT pulses in a
window before the prompt light, and in all cases a correction is applied when making
quantitative comparisons. This turns out to be a small correction given the relatively low

dark-rates of these PMTs.
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Figure 8.28: The full setup with the short-wavelength light detection system, which consists
of a cylinder with a Mylar-lined reflecting interior that ends at an R1408 PMT. The part of the
R1408 PMT outside the cylinder is masked off using black felt.

8.4.4.4 Simulation Models

A simulation of the bench-top setup with the dichroicon was developed in the Chroma
software package ). Chroma is open-source and can be found on Github ). Chroma
provides a fast real-time ray-tracer, as well as a full optical Monte Carlo that can be nearly
400 times faster than GEANT4. The detector geometries are defined by triangulated surfaces
rather than constructive solid geometry. This provides a reasonable alternative to the
standard GEANT4-based Monte Carlo software, particularly for very large geometries such as
THEIA and Hyper-Kamiokande with tens of thousands of PMTs. A model of the dichroicon
and bench-top setup is implement in Chroma and compared to the Cherenkov source data
in Section

A detailed optical model of the dichroicon is implemented in Chroma and shown in Fig-
ures and Chroma allows the triangular mesh defined by CAD software to be
directly used in the simulation, so the CAD drawing for the dichroic filter holder is used to
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accurately reproduce the positions and orientations of the dichroic filters. For other geom-
etry components, a triangular mesh is constructed at runtime according to measurements
taken of the dichroicon. The simulation defines the surface properties of each triangle in the
mesh along with the bulk properties of the material between triangles. Photons are initially
produced in a GEANT4 simulation and transferred to a GPU where they are propagated from
triangle to triangle. This propagation is done on a GPU using CUDA ray tracing code where
each CUDA core handles a single photon, allowing many photons to be propagated in parallel
much faster than a single thread could achieve.

Chroma implements several surface models that govern the behavior of photons on the
triangular mesh. By default, the Fresnel equations are used to refract or reflect photons
between materials of different refractive indices. A surface model that defines absorption,
diffuse reflection, and specular reflection probabilities is used for the surfaces of opaque ma-
terials. Finally, a model that uses wavelength and angle-of-incidence dependent reflection
and transmission probabilities is used to model the behavior of the dichroic filters. Be-
tween mesh triangles, Rayleigh scatter, attenuation, and reemission of photons is simulated
according to the defined bulk material properties.

The measured transmission properties of the various filters described in Section B.4.1]
were used to create the dichroic surface models in the simulation. The filter holder mesh
was set to perfectly absorbing. For the PMTs, Hamamatsu specifications were used to set
the QE of the photocathodes and construct the overall geometry. A simple model of the
acrylic Cherenkov source implemented in GEANT4 was used to generate Cherenkov photons
from the energetic electrons in Y?° decays, which are propagated in the Chroma geometry.

After photons are propagated and absorbed on the photocathode, a simple DAQ sim-
ulation is performed whereby the hit times of the photons are smeared by a Gaussian
distribution with a width matching the Hamamatsu provided TTS of the PMT. The ear-
liest hit time, if any photons were detected, is taken as the hit time for the PMT in that
event. Analyzing the time differences between the hit time on the tag PMT coupled to
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Figure 8.29: A direct view of the Chroma dichroicon model with the R2257 PMT at the center
of the dichroicon. The outer diameter of the dichroicon is about 150 mm and the inner radius,
where the long-pass filter is located, is about 50 mm. The two different colors in the barrel
of the dichroicon indicate the two different types of short-pass filters, as detailed in Table
This figure is created by B. Land.

the Cherenkov source and the PMTs in the dichroicon can proceed in the same way as the

measured data.
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Figure 8.30: The full Chroma simulation setup for reproducing the Cherenkov source results.
Geometry components with the same optical properties are colored similarly, however the colors
are arbitrary. The sizes of the components and distances between the objects are identical to
those used for the data, shown in Figure This figure is created by B. Land.

8.4.4.5 Cherenkov Source Results

The primary goals in the measurements of the Cherenkov source are to determine the
effectiveness of the dichroicon for spectral sorting of Cherenkov light, to understand how
each component of the dichroicon and reflecting cylinder affects the overall performance of
the full device, and to develop and test the Chroma model of the dichroicon. The At profiles
presented are generated using the analysis described in Section

Measurements are done in several staged configurations to understand the device under
a variety of conditions. First, data was taken with the aperture PMT placed 215 mm away
from the source, with no filters and no reflecting cylinder. This gives a baseline measurement
for those to follow and is referred to as the ‘no filters’ dataset. Second, a 480 nm dichroic
longpass filter was coupled to the front-face of the aperture PMT, which acts as it would at

the center of the dichroicon. In this configuration, only the dichroic longpass filter is present,
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and the ‘barrel’ of the dichroicon is not included. Third, a ‘standard’ absorbing longpass
filter is added behind the dichroic longpass filter. This filter is included to absorb possible
short-wavelength leakage through the dichroic filter. Finally, the barrel of the dichroicon
filled with the shortpass filters was deployed. Data was taken with the dichroicon both with
and without the absorbing longpass filter behind the dichroic longpass filter.

In order to compare across configurations and aperture PMTs, a factor C{ggryy is de-
fined in Equation RI1] that integrates the histograms, H, 5o around the mean, u, of the

distributions, where ¢ and p come from a Gaussian fit to the no filters data.

2 [ dt
CNorM = #XRCEF (8.11)

The integral is then normalized by the number of triggered events, IV, the photocathode
area of the PMT, A (taken from the Hamamatsu data sheets (25, 26)), and the relative
efficiencies of the PMT, Rcgp. The Rcogr factor contains the collection and front-end ef-
ficiencies, which are measured relative to the R2257 PMT, as presented in Section B4.4.11
CNoruM is used to compare the amount of Cherenkov light detected across different config-
urations and between the two aperture PMTs. By including the photocathode area, the
collection efficiency, and the front-end efficiency in the Cnogras factor, the difference in
performance between the two PMTs comes primarily from the different QE curves.

The results of these tests for the aperture PMT are presented in Table B.8 In order to
directly compare the Chroma results to the data, a scaling factor in the simulation that is
used to adjust the overall efficiency is tuned so that the simulation and data agree exactly
for the no filters configuration. This scaling factor is kept constant for the subsequent
results. As is clear from Table R the overall agreement between data and simulation is
quite good. The largest discrepancies occur for data with the dichroicon and absorbing
filter, likely due to small mis-modelling of the very complicated nature of the three different

types of dichroic filters. Figure B.31] shows the results for the R2257 PMT under several of

the configurations compared directly to the Chroma results.
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Figure 8.31: The results for the R2257 central aperture PMT and the acrylic Cherenkov
source. In black is data for the configuration with no filters or dichroicon. The blue shows the
data with the longpass dichroic filter optically coupled to the R2257. The data with the full
dichroicon added is shown in red. The corresponding Chroma results are shown in the dashed
lines. These results are summarized in Table[88l The value of At is determined by cable delays
and transit times through the PMTs and has no impact on the analysis. The results for the
R7600-U20 look similar, but with a narrower TTS.

The results presented in Table [R.§ indicate that regardless of the configuration, the
the R7600-U20 PMT detects more Cherenkov light per photocathode area than the R2257
PMT, as one would expect based on the quantum efficiencies of the PMTs. The relative
changes to CnorMm depend on the shape of the QE curve of each PMT, but the qualitative
features are consistent in both setups.

Adding the dichroic longpass filter in front of these aperture PMTs reduces the Cherenkov
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PMT Dichroic  Absorbing Dichroicon Cxorm (1/m?)  Cnorwm (1/m?)
[Data] [Chroma]
R2257 - - - 1.73 £ 0.03 1.73 +0.02
R2257 v - - 0.95 + 0.02 0.91 £0.01
R2257 v v - 0.87 + 0.02 0.78 £0.01
R2257 v - v 2.75 £+ 0.03 2.94 £ 0.03
R2257 v v v 1.80 £+ 0.03 1.65 + 0.02
R7600-U20 - - 4.18 + 0.06 4.18 £0.09
R7600-U20 v - - 1.76 £ 0.04 1.85 +0.06
R7600-U20 v v - 1.60 £+ 0.04 1.64 +0.05
R7600-U20 v - v 8.90 £ 0.09 7.31 £0.11
R7600-U20 v v v 5.80 + 0.07 3.74 + 0.08

Table 8.8: The Cherenkov source results for the R2257 and R7600-U20 aperture PMTs, with
different configurations of the filters. Cnorm is defined in Equation BIIl The errors are
statistical only. The v'indicates whether a given part of the setup was used. The first column
corresponds to the central longpass dichroic filter, the second column to the absorbing longpass
filter behind the dichroic filter, and the third column to the barrel of the dichroicon equipped
with the shortpass dichroic filters. The results from data and the Chroma simulation are shown
in the next two columns. To account for unmodeled inefficiencies in the simulation, the results
for each PMT are scaled such that the case with no filters has the same Cnorwm as data.

light by about 50%, as expected given the reflection of the shorter-wavelength photons. The
reduction is slightly larger for the R7600-U20 because it has a higher sensitivity to short-
wavelength light, which is largely being filtered out. Introducing the absorbing longpass
filter behind the dichroic filter, an additional 10% of the Cherenkov light is lost. This filter
absorbs short-wavelength leakage through the dichroic filter, which is not designed to have
perfect blocking below the cut-on wavelength, particularly for photons at large incidence
an